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MODULE 1. SCIENCE AND TECHNOLOGY
UNIT 1
Lesson 1. The progress of science in the 20™ century

1. Read and memorize the following words and word combinations:
development — pazBuTHe, pazpadoTKa

invention — n300peTCHNE

discovery — OTKpBITHE

human being - yenoBex

satellite — KOCMHUUYECKHUI CITyTHUK

to solve — pemiathb

to calculate — BBIYHCIIATE, IOJICUNTHIBATH

to set free — BBICBOOOXKIATh

1l. Practise reading the following international words. Consult the
dictionary if necessary.

Arctic, airplane, present, automatically, machine, medicine, giant, to
duplicate, civilization, atom, process, energy.

1II. Read and translate the text.

There have been great changes in the life surroundings and the
conditions of human beings during the past century. Less than a hundred
years ago many of the things that we do now were thought to be
impossible. For example, flying and other things, like listening to music
from thousands of miles away in the radio, would certainly have been
thought impossible if people had ever imagined them. Radio and television
are no longer just inventions that bring pleasure and amusement to our
homes. By means of radio and television we can do an endless number of
jobs: call doctors to far-off places in the Arctic, help airplanes to land
automatically in bad weather, direct the work of a dozen machines at once,
or guide the flight of rockets and sputniks in space.

Among the most important scientific discoveries are new medicines.
Several serious illnesses, from which 50 years ago people used to die, can
be cured quite easily. It is true that some of the serious illnesses still can’t
be cured but it will not be long before scientists succeed in finding means
to do away with them.

One of the wonders of our age is the “electronic brain”, or the giant
calculating machine, which can to some extent duplicate human senses.



These machines can feel, touch, smell, hear and see. They can solve
mathematical problems many times faster than a human mathematician and
are widely used in our country for calculating the orbits of satellites and
spaceships. With the help of an electronic calculation machine Russian
scientists succeeded in reading the writings of the Mayas, the ancient
civilization of Mexico.

Perhaps the most wonderful discovery of the twentieth century has
been the splitting of the atom. The process of splitting the atom is called
nuclear fission. When atoms split they set free a tremendous amount of
energy. Men are learning to put this energy to use.

Notes

By means of — nocpenctBoMm; to do away with — IOKOHYHTb, MOJOXHUTH
KOHEILl; fo some extent — B HEKOTOPO# creneHwu; fo split — pacmenurs; nuclear
fission — simepHOE JCTICHHE.

1V. Give the Russian equivalents.
Spaceship, invention, a mathematician, medicine, to spit the atom,
impossible, satellites, development, to duplicate, to succeed, endless.

V. Give the English equivalents.

MaremaTHuecKkue 3ajadd, BBIUYMCIUTEIbHAS MAaIlWHA, CITYTHHK,
BBIYUCIISATh, 3pa, OTAAJCHHBIN, KOJIUYECTBO, ABTOMATUYECKH, 4YEIIOBEK,
JIOCTIDKEHHE.

VI Translate the words of the same root. State what parts of speech
they are.

To change — a change; to surround — surroundings; to imagine — an
image — imagination; possible — impossible; to invent — an invention — an
inventor; to amuse — amusing — amusement; to end — an end — endless; to
discover — a discovery; ill — illness; to succeed — success — successful —
successfully.

VII. Answer the following questions.

1. What changes can we see in our life? 2. How are radio and
television used now? 3. How can recent scientific discoveries help in
medicine? 4. What is the “electronic brain”? 5. What can the “electronic
brain” do? 6. What is the most wonderful discovery of the 20" century? 7.
What do you consider to be the main scientific discovery of the 20"
century? 8. Can you give any other example of new discoveries?

VIII. Give a brief summary of the above text.



Lesson 2. Science in our life

1. Read and memorize the following words and word combinations:
to increase — yBelIM4nBaTh

device — ycTpo#cTBO, MpUOOp

electric engineering — SNEKTPOTEXHUKA

radio engineering — paTHOTEXHUKA

to design — pa3pabaThIBaTh

artificial intellect — UICKyCCTBEHHBIN UHTEIUICKT

branch — otpacnb

to equip — 000pPYyHOBaThH

launching — 3amyck

Il. Practise reading the following words. Consult the dictionary if
necessary.

Social, industrial, aspect, thermonuclear, radar, experiment,
supercomputer, submarine, intellect, interplanetary.

1II. Read and translate the text.

Today we see that science has great influence on social, industrial
and political aspects of our life. The development of science has increased
man’s knowledge of nature. Modern experimental science began about 400
year ago. The man learned to use the energy of fire and water. Later, the
man made steam serve him. Nowadays, the man uses thermonuclear
energy. Not a day passes without the appearance of a new electronic
device. The first great progress in electronics came with the invention of
the vacuum tube or valve in 1904. It made broadcasting possible. The
development of electronics during World War Il gave us radars and
electronic computers. The first general purpose computer for scientific use
was invented in 1949. Today computers have become common. Computers
can conduct experiments in places which are too dangerous for people.
Some computers are used in caves and mines to replace workers. Besides
they can be designed for special purposes. They can solve mathematical
problems, make bank operations, and play chess. New supercomputers
solve problems in many branches of industry, science and culture. They are
widely used in submarine navigation and in modern medicine. Now much
is being done to create artificial intellect. Science has brought into being
new atomic technologies. Electric engineering and radio engineering have
been created in the same way.



Science and technology have achieved great progress in space
research. There have been space flights, the launching of interplanetary
stations in the direction of Mars, radar contacts with the planets Mercury
and Venus.

Science enters our homes. Many people have already forgotten what
the world was like before television. Several generations of children have
grown up with TV as a baby-sitter, a teacher and a companion. A lot of
kitchens in our apartments are so well equipped that they look like a control
room. We are so used to all these things that we can’t imagine our life
without science.

Notes
Thermonuclear energy — TepMosiliepHas SHEprus, not a day passes
without... — HA JTHS HE MPOXOAUT 0e€3...; a vacuum tube — dIIEKTPOHHAS JIAMIIA;

general purpose computer — yHUBEPCAJIbHBIH KOMITBIOTEP, KOMIIBIOTEP OOIIETO
Ha3Ha4YeHUsL; fo bring into being — MPUBECTH K MOSBICHUIO.

1V. Give the Russian equivalents.

Development, thermonuclear, appearance, invention, to conduct
experiments, general purpose, artificial intellect, technology, launching, to
equip, control room.

V. Give the English equivalents.

IIpoBoauTh SKCIIEPUMEHTHI, 3JIEKTPOHHOE YCTPOMCTBO,
TeJeBelaHne, XOpoIIo 000pyIOBaHHbIN, B HANIPABIEHUH, PEIIaTh 3aaqu,
OTpacib MPOMBIIIICHHOCTH, PaJuOTEXHUKA, YIpPaBICHUE, HCCIEIOBAaHUE,
3JIEKTPOTEXHUKA, UCKYCCTBEHHBIN UHTEIICKT, pa3BUTHE.

VI Answer the following questions.

1. Why is science so important? 2. What kinds of energy can the man
use? 3. When did the first computer appear? What was it like? 4. What
kinds of computers are described in this text? What do you know about
them? 5. How do computers help scientists? 6. What are the spheres of
applications of computers in modern life? 7. How are computers used in
space research? 8. Do children use computers nowadays? How?

VII. Prove that computers are widely used in modern life.
VIII. What is a general purpose computer? A special purpose

computer? A supercomputer?  What do you know about an analog
computer? A digital computer? A hybrid computer?



Lesson 3. Science and technology nowadays

1. Read and memorize the following words and word combinations:
to overestimate — IEpEOLICHUBATD

to apply — npuMeHATh

ancestor — IpeJioK

trivial— TpuBHAaNbHBINA

combustion — cropanue

gravity — IpUTSHKEHUE, CHIIA TSHKECTH
to embrace — OXBaTHIBAaTh

to arouse — IpoOyXaaTb

to disclose — paCKpBITH

responsibility - OTBETCTBEHHOCTh

be grateful — 6pITH ONATONAPHBIM

1. Read and translate the text.

It’s difficult to overestimate the role of science and technology in our
life. They accelerate the development of civilization and help us in our co-
operation with nature. Scientists investigate the laws of the Universe,
discover the secrets of nature, and apply their knowledge in practice
improving the life of people.

Let’s compare our life nowadays with the life of people at the
beginning of the 20" century. It has changed beyond recognition. Our
ancestors hadn’t the slightest idea of the trivial things created by the
scientific progress that we use in our every day life. They are refrigerators,
TV sets, computers, microwave ovens, radio telephones... They would
seem miracles to them that made our life easy, comfortable and pleasant.

On the other hand, the great inventions of the beginning of the 20"
century such as radio, airplanes, combustion and jet engines, have become
usual things and we can’t imagine our life without them. A century is a
long period for scientific and technological progress, as it’s rather rapid.
Millions of investigations, the endless number of outstanding discoveries
have been made. The 20" century had several names that were connected
with a certain era in science and technology. At first it was called the
atomic age due to the discovery of the splitting of the atom.

Then it became the age of the conquest of space of when for the first
time in the history of mankind a man overcame the gravity and entered the
Universe. And now we live in the information era when the computer



network embraces the globe and connects not only the countries and space
stations but a lot of people all over the world. All these things prove the
power and the greatest progressive role of science in our life. But every
medal has its reverse. And the rapid scientific progress has aroused a
number of problems that are a matter of our great concern. These are
ecological problems, the safety of nuclear power stations, the nuclear war
threat, and the responsibility of a scientist. But still we are grateful to the
outstanding men of the past and the present who have courage and patience
to disclose the secrets of the Universe.

111 Give the Russian equivalents.

The development of civilization, a recognition, the slightest idea, to
mean, an invention, jet engines, rapid, investigation, an outstanding
discovery, the splitting of the atom, the conquest of space, the nuclear war
threat, to disclose the secrets, a matter of our great concern.

1V. Give the English equivalents.

PeaktuBHBIC jgBHWraTenu, yrposa SACPHONW BOWHBI, YCKOPSTH,
COTPYJIHUYECTBO, BceneHHas, yinydmarh *W3Hb, JBUTATCIN BHYTPEHHETO
CTOpaHWsl, PeaKTUBHBIC JIBUTATEINH, BBIIAIONINECS OTKPBITHS, aTOMHBIH BEK,
YEIIOBEYECTBO, 0Jpa, 3CEMHON 1map, oOpaTHas CTOPOHAa  MEJaJIH,
0€301MacHOCTh, OBITH 0J1aT0JaPHBIM, PACKPHITh TAHHBI.

V. Answer the following questions.

1. What accelerates the development of civilization? 2. Who
investigates the laws of the Universe, discover the secrets of nature? 3.
What are trivial things that we use in our every day life? 4. What names did
the 20" century have? 5. Why was the 20" century called the age the
conquest of space? 6. We live in the information era of the computer
network, don’t we? 7. What problems have been aroused with the rapid
scientific progress?

VI. Discuss the following.

1. The role of modern technologies in the development of our
society.

2. The great inventions of the beginning of the 20" century.

3. Our century is called the atomic age.

4. Our century is the age of the conquest of space.

5. Our century is the age of information.



Lesson 4. Scientific research

1.Read and memorize the following words and word combinations:
substantial — CyIeCTBCHHBIH, 3aMETHBIN
exploration — uccienoBaHue

laypeople — nuiieTaHTHI

to apply — IpUMeHSTH , TIpUJaraTh
solitary — yenuHEHHBIN

representative — IPEICTABUTEND
participation — ydacTue

to consume — OTPeOIATH

goal — uienb

attribute — mpu3HaK

to foster — cIocOOCTBOBATH

to involve — BOBIICKaTh, BKIIIOYATh B CE0s
to employ — IPUMEHATD, MCIIOJIb30BATh

1l. Read and translate the text.

Scientific research requires substantial funding, especially when it
involves the use of expensive equipment. This funding often comes directly
from governments. In the U.S., for example, it is the federal government
that sponsors most national defense and space exploration projects.

Funding for science can also come from science foundations. In
1950, the U.S. Congress passed an act that established the National Science
Foundation'. This independent federal agency develops a national science
policy and supports scientific research and education. Two other well-
known foundations that are involved in disease research are the American
Cancer Society? and the National Heart Association.

Research is also conducted and supported by private-sector
industries that employ scientists — especially from the applied sciences —
who work at the development of industrial or commercial processes and
products. Scientific research is also supported by universities through
professorships. Most professors do not just give classes but also conduct
scientific research. Indeed, what many professors are looking for is the
opportunity to work at a university where they can continue their own
research. These are the professors whose students have the chance to
observe real research at firsthand. Most universities specialize in certain
fields and they are frequently judged on the achievements of their research
professors. Scientists whose research findings are published and talked
about in scientific circles bring prestige to the institution where they work.



Laypeople often think of R&D (research and development) scientists
as solitary figures working in a laboratory on some abstract problem.
Though this may be true for a handful of scientists working on basic
research, the vast majority work on R&D projects in teams. These project
teams include not only scientists from various disciplines but also
representatives from diverse functional groups within a company, for
example, marketing, manufacturing, and human resources.

Formerly, R&D projects were passed from one group of specialists
to another in serial fashion. The term “throwing it over the wall” was often
used to describe this way of working, in which each stage of the process
was isolated from the others. Research evidence showed that this method
was neither efficient nor cost-effective because it was very time-
consuming.

Companies now bring together representatives from each stage of the
process and, in this way, they try to achieve more cross-functional
communication and participation. The goal is to coordinate processes better
and to identify and avoid problems that otherwise might only be covered
later. In order to work effectively in cross-functional project teams,
scientists must have up-to-date knowledge of their technical fields and also
skills in communication, problem-solving, and group decision-making —
all necessary for successful teamwork. As a result, universities are now
giving more importance to the development of these skills, and companies
are looking for ways to foster these attributes in training programs for their
employees.

Notes

'The National Science Foundation (NSF) is a United States government
agency that supports fundamental research and education in all the non-medical
fields of science and engineering. Its medical counterpart is the National Institutes
of Health. With an annual budget of about $6.02 billion (fiscal year 2008), NSF
funds approximately 20 percent of all federally supported basic research conducted
by the United States’ colleges and universities. In some fields, such as
mathematics, computer science, economics and the social sciences, NSF is the
major source of federal backing.

2American Cancer Society (ACS) is the nationwide community-based
voluntary health organization dedicated to eliminating cancer as a major health
problem by preventing cancer, saving lives, and diminishing suffering from cancer,
through research, education, advocacy and service.

111 Give the Russian equivalents.
Scientific research, expensive equipment, exploration projects, a
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national science policy, disease research, professorships, at firsthand,
solitary figures, a handful of scientists, research evidence, time-consuming,
up-to-date knowledge, to foster.

V. Give the English equivalents.

CymiecTBeHHOe (pMHAHCHUPOBAHHE, HAay4dHbIC (OHIBI, MPOBOIUTH
HAay4yHOE HCCIICIOBaHKEe, HMCCIICIOBaHHE OOJIC3HH, MCKAaTh BO3MOXKHOCTD,
CTCIHATN3UPOBATHCS B ONPE/ICICHHBIX 00JIACTAX, HAYYHBIC KPYTH, TOPCTKA
YUEHBIX, yYacTHE, TEXHUYECKas 00JacTh, PEIICHHE MPOOIeM, MPOrPaMMBI
0o0yJeHMSI.

VI Translate the words of the same root. Define speech parts.

Science — scientific — scientifically — a scientist; to explore — an explorer — an
exploration — explorative; to develop — a developer — development — developing —
developed; to specialize — special — a specialist — a specialty; an achievement — to
achieve — achievable; manufacturing — to manufacture — a manufacturer; a
representative — to represent — representative — representation; to employ — an employer

— an employee — employment — the (un)employed; commerce — commercial.

VII. Answer the following questions.

1. What are the financing sources of scientific research? 2. What is
the role of science foundations? 3. Research is not supported by private-
sector industries, is it? 4. How do the professors conduct and support
scientific research? 5. What do laypeople often think of R&D scientists? 6.
What is the role of project teams? Why do they include scientists? 7. How
do companies achieve more cross-functional communication and
participation in research?

UNIT 2
Lesson 1. Electronics as a science

1. Read the text for gist and retell it briefly.

Electronics as a science studies the properties of electrons, the laws
of their motion, and the laws of transformation of various kinds of energy.

Electronics is a science, which deals with devices and instruments
that are operated by the control of the movement of electric charges in a
vacuum, in gasses, or in semiconductors; or with the processing of
information or the control of energy by such devices. This definition covers
the whole complex family of vacuum and gaseous electron tubes and their

11



application. It also includes semiconductor and transistor technologies to
process information or to convert energy. Without electronics we would not
have cybernetics, cosmonautics and nuclear physics. It is no mistake to
compare the birth of electronics to such great achievements of mankind as
the discovery of fire, and penetration into the secrets of the atom. Shortly
speaking, electronics is not so much a new subject; it is rather a new way of
looking at electricity.

1. Read and translate the text.

Overview of electronic engineering

Electronic engineering involves the design and testing of electronic
circuits that use the electronic properties of such components as resistors,
capacitors, inductors, diodes and transistors to achieve a particular
functionality.

Signal processing deals with the analysis and manipulation of
signals. Signals can be either analog, in which case the signal varies
continuously according to the information, or digital, in which case the
signal varies according to a series of discrete values representing the
information.

For analog signals, signal processing may involve the amplification
and filtering of audio signals for audio equipment or the modulation and
demodulation of signals for telecommunications. For digital signals, signal
processing may involve the compression, error checking and error detection
of digital signals.

Control engineering has a wide range of applications from the flight
and propulsion systems of commercial airplanes to the cruise control found
in many modern cars. It also plays an important role in industrial
automation.

Control engineers often utilize feedback when designing control
systems. For example, in a car with cruise control the vehicle’s speed is
continuously monitored and fed back to the system which adjusts the
engine’s power output accordingly. Where there is regular feedback,
control theory can be used to determine how the system responds to such
feedback.

111. Find international terms and practice their pronunciation.

1V. Look through the text again and choose phrases or sentences
with the most relevant information.

12



V. Read the text and ask 3 or 4 questions of different types in writing.

Microelectronics

Microelectronics is a subfield of electronics which is related to the
study and manufacture of electronic components which are very small. These
devices are made from semiconductors using a process known as
photolithography. Many components of normal electronic design are available
in microelectronic equivalents: transistors, capacitors, inductors, resistors,
diodes and of course insulators and conductors can all be found in
microelectronic devices.

Digital integrated circuits consist mostly of transistors. Analog circuits
commonly contain resistors and capacitors as well. Inductors are used in some
high frequency analog circuits; they occupy a large chip area if used at low
frequencies.

As techniques improve, the sizes of microelectronic components
continue to decrease. At smaller scales, the effects of minor circuit elements
such as interconnections may become more important. These are called
parasitic effects, and the goal of the microelectronics design engineer is to find
ways to compensate for or to minimize these effects.

Notes
Parasitic effects - mapasutHbie siBIcHUs (IOOOYHBIC, HEXKEIATEIBHBIC
SIBJICHHUSI, BOSHUKAIOIIHUC B CXGMC)

Lesson 2. What does solid-state mean in relation to electronics?

1 Read and memorize the following words and word combinations:
dashboard — npubopHas maHeIsb

pointer — CTpENKa, yKa3Ka

camcorder — BUJieOKaMepa

amplifier — ycunurenb

flow — moTox

alternating current (AC)— nepeMeHHBIN TOK

direct current (DC)— IOCTOSIHHBIH TOK

incandescent bulb — naMria HakaIMBaHUS

fiber-optic — ONITOBOJIOKOHHBIN

space probe — aBTOMAaTHYECKas MEXKILJIAHETHAST CTAHIHUS
reliable — HaJIeKHBIH, TOCTOBEPHBIN

efficient — >pdeKTUBHBIN

Steering — ynpaBlieHHE; a steering wheel — pynb

13



relative to — oTHOCSIIIUHCS (K)

1I. Read and translate the text.

Solid-state electronic devices are part of our everyday lives. Solid-
state miniature electronic components are in many places: the beeping
sound made by a cell phone; auto dashboard alarm; the voice chip in an
answering machine; TV remote control; laser pointer; the inside of an MP3
player; a quartz watch; the image sensor in a digital camera and a
camcorder; the computer monitor, etc.

The transistor, invented in 1947 by Bell Labs, was the first solid-
state device to come into commercial use in the 1960s. Solid-state
electronic devices have replaced vacuum tubes in just about all electronics
devices. Vacuum tubes are still used in the transmitters of radio stations
you listen to, many guitar amplifiers and some audiophile equipment.
Vacuum tubes are the opposite of “solid-state” because tubes burnout,
break, etc.

Solid-state gets its name from the path that electrical signals take
through solid pieces of semi-conductor material. Prior to the use of solid-
state devices, such as the common transistor, electricity passed through the
various elements inside of a heated vacuum tube. Solid-state devices, such
as a transistor, use conductors to control the flow of signals through a
circuit.

Solid state devices called diodes have replaced rectifier vacuum
tubes, used to transform AC to DC. Cool-running light-emitting diodes
(LEDs), another solid-state device used for indicators on the front panel of
your computer and monitor, have replaced the earlier incandescent bulbs.
Multiple bright LEDs are also used for the third stoplight on many vehicles
and for traffic signals.

Electrical engineers design computers and incorporate them into
devices and systems. They design two-way communications systems such
as telephones and fiber-optic systems, and one-way communications
systems such as radio and television, including satellite systems. They
design control systems, such as aircraft collision-avoidance systems, and a
variety of systems used in medical electronics. Electrical engineers are
involved with generation, control, and delivery of electric power to homes,
offices, and industry. Electric power lights, heats, and cools working and
living space and operates many devices used in homes and offices.
Electrical engineers analyze and interpret computer-aided tomography data
(CAT scans), seismic data from earthquakes and well drilling, and data
from space probes, voice synthesizers, and handwriting recognition. They

14


http://electronics.howstuffworks.com/sc-electronics-communication.htm
http://electronics.howstuffworks.com/inside-rc.htm
http://electronics.howstuffworks.com/mp3-player.htm
http://electronics.howstuffworks.com/mp3-player.htm
http://electronics.howstuffworks.com/quartz-watch.htm
http://electronics.howstuffworks.com/digital-camera.htm
http://electronics.howstuffworks.com/camcorder.htm
http://electronics.howstuffworks.com/monitor.htm
http://electronics.howstuffworks.com/question178.htm

design systems that educate and entertain, such as computers and computer
networks, compact-disk players, and multimedia systems.

The integration of communications equipment, control systems,
computers, and other devices and processes into reliable, easily understood,
and practical systems is a major challenge, which has given rise to the
discipline of systems engineering. Electrical engineering must respond to
numerous demands, including those for more efficient and effective lights
and motors; better communications; faster and more reliable transfer of
funds, orders, and inventory information in the business world; and the
need of medical professionals for access to medical data and advice from
all parts of the world.

Notes

A replaced rectifier vacuum tube — 3aMeHseMas IWOAHAS BaKyyMHas
TpyOKa; a cool-running light-emitting diode — XONOIOHBIA CBETOWCITYCKAIOLIMH
muon; an aircraft collision-avoidance system — cuctemMa TUpPEAOTBPAIICHUS
ABHAI[HOHHBIX CTOJIKHOBEHHUIA.

111. Give the Russian equivalents.

Everyday lives, inventory, information, efficient and effective lights
and motors, cell phone, solid-state device, semi-conductor material, heated
vacuum tube, traffic signals, two-way communications systems, aircraft
collision-avoidance systems, analyze and interpret, earthquake, electrical
engineering.

1V. Give the English equivalents.

TlonmynpoBOIHUKOBOE 3JEKTPOHHOE YCTPOMCTBO, AaBTOOTBETYHK,
JATYNK M300pa’keHusi, KOMMEPUYECKOE HCITONB30BaHUE, PaAHONepeaTIuK,
JaMIia HaKaJuBaHUs, MHOXECTBO, paboyee U IKHIOE MPOCTPAHCTRBO,
KOCMUYECKAasl CTaHLIUS, PACIIO3HABAHUE PYKOMUCHBIX TEKCTOB.

V. Complete the sentences.

1. Solid-state electronic devices have ____in just about all electronic
devices. 2. Solid-state devices, such as a transistor, use 3. Solid state
devices called diodes have 4. Electrical engineers design 5.
They design systems that educate and entertain, such as 6. Electrical
engineers analyze and interpret

VI. Is it true or false?
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1. Such common things as TV remote control, laser pointer or quartz
watch contain solid-state miniature electronic components.

2. The first solid-state device was invented in the 1960s.

3. Vacuum tubes were replaced by solid-state electronic devices, but
are still used in the transmitters of radio stations you listen to, many guitar
amplifiers and some audiophile equipment.

4. Incandescent bulbs are used for indicators on the front panel of
your computer and monitor.

5. Electrical engineers construct and analyse computers, control
systems, telephones and fiber-optic systems, and one-way communications
systems such as radio and television, including satellite systems.

VII. Answer the following questions.

1. What are solid-state electronic devices? 2. Where are solid-state
miniature electronic devices used? 3. Who invented the transistor? 4. Why
are solid-state devices better than vacuum tubes? 5. How light-emitting
diodes may be used? 6. What do electrical engineers design? 7. Where is
electric power used?

VIII. Say what you ve learned from the text about:

a) the history of transistors; b) the work of vacuum tubes; c¢) the
principles of electrical engineering.

UNIT 3
Lesson 1. Science and computer technologies

1 Read and memorize the following words and word combinations:
rate — TEMII, CKOPOCTh

well-being — GarococTosHUE

field — obnacte

in recent years — B TeUCHHE TOCIIECTHUX JIET

to achieve — nocTUTaThH

astonishing — A3yMHUTEIbHBINA

weapons — opyxue

disaster — bencTBue

take into consideration — NpUHATH BO BHUMaHHE
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outstanding — BBIJTAIOIIHICS

thanks to — Onaronaps
achievements — MOCTUKESHHS

atom fission — paclierjeHue aTomMa
to injure — IIOBPEIUTH

to investigate — NCCIIEOBATH

in this respect - B 7TOM OTHOIICHUH
to influence — BIUATH

to warn — IpeaynpexIaTh

1I. Read and translate the text.

Is it that does us good or does it bring disaster?

Science is a source of progress. It develops the world we live in.
Our century is an epoch of great discoveries in science and engineering.
It is an epoch of scientific and technological revolution discoveries,
when new ideas are being born and new discoveries, inventions are being
made at an ever increasing rate.

Today science has become the most important factor in the
development of national economy in the whole world. Scientific progress
serves the interests of society, helps to increase the well-being of people
and develops public education.

Computer technology plays the most important role in the progress
of science. The ability of computers to solve many mathematical problems
more effectively than man does, has given rise to new trends in
mathematics. Computer science is a new field of study and research. In
recent years scientists of the world have achieved great success in the
development of physics, chemistry, biology, and such astonishing,
interesting science as psychology. But science may be turned both for
peace and military purpose. It can take good forms and evil forms. With
the help of scientific inventions politicians make weapons of mass
destruction. But on the other hand researches help us in our life: at home,
at work, at school and make the level of the country development higher.
That’s why there are a lot of facts telling about a great amount of well-
known scientists who had burned their works when they’ve understood the
consequences of their inventions.

To answer the question whether science does us good or does it bring
disaster isn’t a simple task. We should take into consideration many facts.
On the one hand a lot of outstanding discoveries made the life of the
people more comfortable and pleasant. Without scientific discoveries and
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inventions no progress would be possible. Thanks to discovery of
electricity we can listen to the radio, watch TV, see films, people learned
how to produce steel and metal alloys — now we use railways and
airplanes. Development of chemistry led to new synthetic fibers and
people got more clothing and food. People learned to use scientific
achievements in curing incurable earlier diseases. But on the other hand
such outstanding discoveries of the 20™ century as atom fission led to
creation of the weapons of mass destruction. We should say that science
has a potential for both good and evil. Alfred Nobel invented a new
explosive (dynamite) to improve the peacetime industries of road building,
but saw it used as a weapon of war to kill and injure his fellow men. He
was born in Stockholm on October 21* 1833, but moved to Russia with
his parents in 1842. Most of the family returned to Sweden in 1859, where
Alfred began his own study of explosives in his father’s laboratory. He
had never been to school or university, but had studied privately and by
the time he was 20 was a skillful chemist and an excellent linguist,
speaking Russian, English, German, French and Swedish. He was very
imaginative and inventive. His greatest wish, however, was to see an end
to wars, and thus between nations, and he spent much time and money
working for this cause, until his death in 1896. His famous will in which he
left money to provide prizes for outstanding discoveries in Physics,
Chemistry, Physiology, Medicine, Literature and Peace, is a memorial to
his interests and ideals. Medical men use laser to cure and investigate
diseases and at the same time laser can be used for destruction.
Achievements of biology and chemistry are also used to cause damage to
people. All this shows that science can take good forms and evil forms.
What form does it take depends on the way people work with science. It
is impossible to stop progress, to stop people to investigate and explore the
world. But people should care it wouldn’t be led in wrong direction.
Scientists need you thinking in a new much broader way than before. In
this respect the education and cultural level are of great importance. They
have to influence politicians, warn them of possible effects of using new
discoveries. Scientists and politicians think that it’s their responsibility for
not using scientific developments to cause damage and destruction. There
is a lot of work to be done in this direction.

111. Give the Russian equivalents.

Source of progress, an epoch of great discoveries, technological
revolution discoveries, to cause damage and destruction, in a new much
broader way than before, led in wrong direction, the peacetime industries
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of road building, a skillful chemist and an excellent linguist, to
increase the well-being of people and develop public education, increasing
rate.

1V. Find in the text the English equivalents for the following Russian
words and phrases.

KommbproTepHble TEXHOJOTHH, HWIPaTh BAXHYIO PO, OpPYXHE
MacCOBOTO YHHUYTOXKCHUSI, BBIJAIOIIUICS YUCHBIH M TOJUTHK, MHPHOC
BpEMsl, peliath MHOTHE MaTeMaTHYEeCKUEe 3aadyi, B TEUCHUE MOCICIHUX
JIeT, pa3BUTHE U HAYYHBIC JIOCTHIKCHUS, OTKPBITHUS, N300peTeHHS B 00JIaCTH
XUMUH, HEBO3MOYKHO OCTAHOBHUTH MPOTPECC.

V. Complete the following sentences using the appropriate word
from the box.

Outstanding, influence, investigate, creation, discovery,
achievements, invention, scientific

1. It’s a particular branch of  knowledge.

2. He’s an English chemist whose work on radioactive disintegration
ledtothe  of isotopes.

3. This is a document granting an inventor sole rightstoa

4. There is an annual award for contributions to chemistry or
physics or psychology or medicine or literature or peace.

5. of biology and chemistry are also used to cause damage to
people.

6. Outstanding discoveries of the 20™ century such as atom fission
ledto  of the weapons of mass destruction.

7. The motion of charged particles in a colloid under the  of an
electric field; particles with a positive charge go to the cathode and
negative ones to the anode.

8. It deals with the rational __ of questions about existence and
knowledge and ethics.

VI. Answer the following questions.

1. Can you describe our century from the standpoint of scientific
progress? 2. What is the role of computer technology in the progress of
science? 3. Why did a great amount of well-known scientists burn their
works? 4. Outstanding discoveries can take good forms and evil forms.
Prove it. 5. What was Alfred Nobel’s famous will about? 6. What should
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scientists care for investigating and exploring the world?

VII. Express your opinion on the problem discussed in the text.

MODULE II. COMPUTER ESSENTIALS
UNIT 1. COMPUTER ASIT IS
Lesson 1. Computers

1. Read and memorize the following words and combinations:
physical quantities — pu3ndecKre BEITMINHBI
device — mpuOOp, YyCTPOUCTBO, MEXaHU3M

to measure — U3MEPAThH

numerical value — 9ucIIieHHOE 3HAYCHE
incredible — HEBEPOSITHBIN, HEMBICITUMBIN
ability — ctocOOHOCTH

to add — npubaBIATE, CKIIABEIBATD

to subtract — BEIYUTATH

to multiply — yMHOXaTh

to divide — nenutn

human brain — 9enoBeYecKui MO3T

solution — pelienue

circuit — 3JIEKTPOHHAs CXE€Ma, MUKPOCXeMa
to clock — 3aBouTh, 3aITyCKaTh

1l. Read and translate the text.

There are two types of computers, the analogue and the digital.
Basically, today’s analogue computer is a device for measuring such
physical quantities as lengths and voltages and, through a mechanical
linkage, exhibiting the measurement as a numerical value. However, the
analogue computer is limited to special classes of problems and when
most people say “computer” today, they mean the digital computer which
is a marvel of precision and accuracy, for it works with specific units
rather than approximations.

The modern electronic digital computer counts with incredible
speed using only two numbers — the one and zero what mathematicians
call the binary system. The counting ability of the computer is used to
feed it information. But first the information is translated into a code.
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The information is then stored in a memory bank made of magnets.
The direction in which electrical signals run through the magnets means
one or zero, yes or no, off or on. Each magnet contains one piece of
information called a bit. A large computer system can store hundreds of
millions of such information bits.

But information by itself is useless. The computer must be told
what to do with it — to add, subtract, multiply, or divide the coded pulses
stored in its memory. Parts of that memory contain instructions, prepared
by a human brain, that provide the computer with the road to follow in
order to solve a problem. These instructions are called the program.

What makes the computer different from an adding machine is that
the computer can modify its instructions.

If a problem cannot be solved by following one route, the computer
can search its memory for another set of instructions until a solution is
found. And it does all this at superhuman speeds. The on-off switching of
the computer’s logic circuits has been clocked at a billionth of a second.
That is to one second what one second is to thirty years.

But the computer cannot actually think. It performs all of its
functions by route. Once an answer is achieved, another program within
the memory tells the computer how to display the solution, to type it out
on paper, display it as pictures or words on a television screen, or perhaps
even to speak the answer in words a man can hear.

Notes

A marvel of precision and accuracy — 9yn0 9€TKOCTA U TOYHOCTH.
It performs all of its functions by route. — OH BBINOJHIET BCE CBOH
(DYHKIIMH 10 TIpOTpaMMeE.

111, Give the Russian equivalents.

Analog computer is a device for measuring physical quantities, to
count with incredible speed, the counting ability, a piece of information
called a bit, information by itself is useless, superhuman speeds, the
computer cannot actually think.

1V. Give the English equivalents.

®dusnyueckue BENWYUHBI, YHCICHHOEC 3HAUCHHUE, YyJI0 YETKOCTH U
TOYHOCTH, JBOWYHAS CHCTEMa, COTHH MWUIMOHOB OWUT WH(OpMAINy;
CKJIaJIbIBaTh, BBIUNATATh, YMHOXAaThb WM  JIEIUTh; HWHCTPYKIIHH,
MOJTOTOBJICHHBIC YEJIOBEUSCKHM MO3TOM; BKIIOUEHUE W BBHIKIIOUYCHUE
KOMITBIOTEPHBIX CXEM.
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V. Fill in the blanks.

1. In fact the analogue computer /orpanuuen/ to special classes of
problems. 2. The counting ability of the computer /mcmons3yercs/ to feed
it information. 3. First the information /mepeBoautcsi/ into a code. 4. The
information /xpanutcst/ in a memory bank made of magnets. 5. The
computer /Hy>KHO cka3ate/ what to do with information. 6. These
instructions /Ha3biBatoTcs/ the program. 7. If a problem /He MOXXeT ObITH
pemena/ by following one route, the computer can search its memory for
another set of instructions. 8. Once an answer /mony4eH/, another program
tells the computer how to display the solution.

VI. Answer the following questions.

1. What are the two types of computers? 2. What is today’s analog
computer? 3. What device do most people mean when they say
“computer”’? 4. How many numbers does the so-called binary system use?
5. Where is information stored inside a computer? 6. What do we call a
magnet containing one piece of information? 7. How many information
bits can a large computer system store? 8. What does the computer use its
counting ability for? 9. Is information useful by itself? 10. Who prepares
instructions for the computer? 11. What is program? What makes the
computer different from the adding machine? 12. Explain the word
combination “superhuman speed”. 13. What is the difference between the
computer and the human brain?

VIl Give a brief summary of the text.

VIII. Read the text and translate it without a dictionary. Write a
short summary of it.
What a computer is
The term “computer” is used to describe a device made up of a
combination of electronic and electromechanical (i.e. electronic and
mechanical) components. Computer has no intelligence by itself and is
referred to as hardware.
A computer system is a combination of five elements:
Hardware
Software
People
Procedures
Data/information
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When one computer system is set up to communicate with another
computer system, connectivity becomes the sixth system element. In other
words, the manner in which the various individual systems are connected
— for example, by phone lines, microwave transmission, or satellite — is
an element of the total computer system.

Software is the term used to describe the instructions that tell the
hardware how to perform a task. Without software instructions, the
hardware doesn’t know what to do. People, however, are the most
important component of the computer system: they create the computer
software instructions and respond to the procedures that those instructions
present.

The basic job of the computer is the processing of information.
Computers accept information in the form of instructions called a
program and characters called data to perform mathematical and logical
operations, and then give the results. The data is raw material while
information is organized, processed, refined and useful for decision
making. Computer is used to convert data into information and to store
information in the digital form.

Notes
Connectivity — cBsI3b, COTJIACOBAaHHOCTD; raw material(s) — ceIpbe

Lesson 2. How computer works
1. Read the title and guess the main idea of the text.

1. Read the first sentence of every paragraph and guess the ideas it
covers. Begin with the 3d one.

1II. Read and translate the whole text.

A computer is an electronic machine which can accept data in a
certain form, process the data and give the results of the processing in a
specified format as information.

First, data is fed into the computer’s memory. Then when the
program is run, the computer performs a set of instructions and
processes the data. Finally, we can see the results (the output) on the
screen or in printed form.

A computer system consists of two parts: hardware and software.
Hardware is any electronic or mechanical part you can see or touch.
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Software is a set of instructions, called a program, which tells the
computer what to do.

A general purpose computer has four main sections: the arithmetic
and logic unit (ALU), the control unit, the memory, and the input and
output devices (collectively termed 1/0). These parts are interconnected by
busses, often made of groups of wires.

The control unit, ALU, registers, and basic I/0 (and often other
hardware closely linked with these) are collectively known as a central
processing unit (CPU).

CPU is perhaps the most influential component. It has two
functions: (1) it obtains instructions from the memory and interprets
them and (2) it performs the actual operations. The first function is
executed by the control unit which in its turn also performs two
functions. It (1) interprets the instruction and, on the basis of this
interpretation, (2) tells the ALU what to do next.

Early CPUs were composed of many separate components but
since the mid-1970s CPUs have typically been constructed on a single
integrated circuit called a microprocessor.

ALU. ALU performs the actual operations through the use of
electronic signals. This unit is capable of performing automatically
addition, subtraction, multiplication, division, comparing, selecting, and
other mathematical and logical operations. What happens in the ALU while
an instruction is being executed? In most computers only one word at a
time can be transferred between the ALU and the memory. Hence, to
perform an operation involving two arguments, the first argument must be
transferred from the memory to the ALU and stored there temporally while
the second argument is being transferred. The special memory cell in the
ALU for this purpose is called the accumulator. The operation being
performed, the result is formed in the accumulator before it is transmitted
back to memory.

Control unit. The control unit (often called a control system or
central controller) directs the various components of a computer. It reads
and interprets (decodes) instructions in the program one by one. The
control system decodes each instruction and turns it into a series of
control signals that operate the other parts of the computer. Control
systems in advanced computers may change the order of some
instructions so as to improve performance. A key component common to
all CPUs is the program counter, a special memory cell (a register) that
keeps track of which location in memory the next instruction is to be
read from. The control system’s function is as follows — (note that this
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is a simplified description, and some of these steps may be performed
concurrently or in a different order depending on the type of CPU).

1) To read the code for the next instruction from the cell
indicated by the program counter.

2) To decode the numerical code for the instruction into a set of
commands or signals for each of the other systems.

3) To increment the program counter so that it points to the next
instruction.

4) To read whatever data the instruction requires from cells in
memory (or perhaps from an input device). The location of this required
data is typically stored within the instruction code.

5) To provide the necessary data to an ALU or register. If the
instruction requires an ALU or specialized hardware to complete, instruct
the hardware to perform the requested operation.

6) To write the result from the ALU back to a memory location or
to a register or perhaps an output device.

Since the program counter is (conceptually) just another set of
memory cells, it can be changed by calculations done in the ALU. Adding
100 to the program counter would cause the next instruction to be read
from a place 100 locations further down the program. Instructions that
modify the program counter are often known as “jumps” and allow for
loops (instructions that are repeated by the computer) and often
conditional instruction execution (both examples of control flow).

It is noticeable that the sequence of operations that the control
unit goes through to process an instruction is in itself like a short
computer program — and indeed, in some more complex CPU designs,
there is another yet smaller computer called a micro sequencer that runs
a microcode program that causes all of these events to happen.

Multitasking. While a computer may be viewed as running one
gigantic program stored in its main memory, in some systems it is
necessary to run several programs simultaneously. This is achieved by
having the computer switch rapidly between running each program in
turn. One means by which this is done is with a special signal called an
interrupt which can periodically cause the computer to stop executing
instructions where it was and do something else instead. By
remembering where it was executing prior to the interrupt, the computer
can return to that task later. If several programs are running “at the same
time”, then the interrupt generator might cause several hundred
interrupts per second, switching a program each time. Since modern
computers typically execute instructions several orders of magnitude
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faster than human perception, it may appear that many programs are
running at the same time even though only one is executing in any given
instant. This method of multitasking is sometimes termed “time-sharing”
since each program is allocated a “slice” of time in turn. Before the era
of cheap computers, the principle use for multitasking was to allow
many people to share the same computer. Seemingly, multitasking
would cause a computer that is switching between several programs to
run more slowly — in direct proportion to the number of programs it is
running. However, most programs spend much of their time waiting for
slow input/output devices to complete their tasks. If a program is waiting
for the user to click on the mouse or press a key on the keyboard, then it
will not take a “time slice” until the event it is waiting for has occurred.
This frees up time for other programs to execute so that many programs
may be run at the same time without unacceptable speed loss.

Multiprocessing. Some computers may divide their work
between one or more separate CPUs, creating a multiprocessing
configuration. Traditionally, this technique was utilized only in large
and powerful computers such as supercomputers, mainframe computers
and servers. However, multiprocessor and multi-core (multiple CPUs
on a single integrated circuit) personal and laptop computers have
become widely available and are seeing increased usage in lower-end
markets as a result.

Supercomputers in particular often have unique architectures that
differ significantly from the basic stored-program architecture and from
general purpose computers. They often feature thousands of CPUs,
customized high-speed interconnects, and specialized computing
hardware. Such designs tend to be useful only for specialized tasks due
to the large scale of program organization required to successfully utilize
most of the available resources at once. Supercomputers usually see
usage in large-scale simulation, graphics rendering, and cryptography
applications, as well as with other so-called “embarrassingly parallel”
tasks.

Networking and the Internet. Computers have been used to
coordinate information between multiple locations since the 1950s. The
U.S. military’s SAGE (Semi Automatic Ground Environment) system
was the first large-scale example of such a system, which led to a
number of special-purpose commercial systems like Sabre. In the 1970s,
computer engineers at research institutions throughout the United
States began to link their computers together using telecommunications
technology. This effort was funded by DARPA (now ARPA), and the
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computer network that it produced was called the ARPANET. The
technologies that made the Arpanet possible spread and evolved. In
time, the network spread beyond academic and military institutions and
became known as the Internet. The emergence of networking involved a
redefinition of the nature and boundaries of the computer. Computer
operating systems and applications were modified to include the
ability to define and access the resources of other computers on the
network, such as peripheral devices, stored information, and the like, as
extensions of the resources of an individual computer. Initially these
facilities were available primarily to people working in high-tech
environments, but in the 1990s the spread of applications like e-mail and
the World Wide Web, combined with the development of cheap, fast
networking technologies like Ethernet and ADSL saw computer
networking become almost ubiquitous. In fact, the number of
computers that are networked is growing phenomenally. A very
large proportion of personal computers regularly connect to the Internet
to communicate and receive information. “Wireless” networking, often
utilizing mobile phone networks, has meant networking is becoming
increasingly ubiquitous even in mobile computing environments.

Notes
RAM — omnepaTuBHOE 3alOMHHarolee ycTpoiictBo, ROM — mocTosHHOE
3anmomuHaroniee ycrpoictBo; BIOS (Basic Input/Output System) — 06a3oBoe

YCTPOMCTBO BBOJIA/BBIBOJIA; f0 orchestrate — OpraHU30BbIBATh, KOHTPOJIUPOBATH; d
cache memory — CBepXOIlepaTHBHOE 3allOMUHAIONIEE YCTPOUCTBO; a lower-end
market — HvOKHUN S11enoH peiHka; DARPA (Defense Advanced Research Projects
Agency) — VYmupaBieHHe TNEPCHEKTUBHBIX HCCIIEOBATENILCKUX IMPOTPAMM;
ARPANET (Advanced Research Project Agency Network) — ceTb ¢ KOMMYyTaIuen
MaKeToB; SBIJIACH Tpoodpaszom cetu Uutepuer; ADSL (Asymmetrical Digital
Subscribers Line) — acumMmmeTpuyHas nnpposast aODOHEHTCKas! TMHUSL.

1V. Match these terms (1-10) with the correct meaning (A-J).

1 software A component that coordinates all the other parts of the
computer system

2 peripherals B the brain of the computer

3 main memory C physical parts that make up a computer system

4 hard drive (also known as | D programs which can be used on a particular computer
hard disk) system

5 hardware E the information which is presented to the computer
6 input F results produced by a computer
7 ports G input devices attached to the CPU
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8 output H section that holds programs and data while they are

executed or processed

9 control unit I magnetic device used to store information

10 central processing unit J sockets into which an external device may be connected

V. Develop the following statements.

1. A computer is completely electronic. 2. A computer can
remember information and hold it for future use. 3. A computer is
programmable. 4. A typewriter, a calculator, or even an abacus could be
called a computer.

VI. The four classes of general-purpose computers are
microcomputers, minicomputers, mainframe computers and
supercomputers. Can you briefly describe their essential characteristics?

VII. Look through the text again and answer these questions.

1. What is the general purpose and function of the CPU? 2. How
many parts is the CPU composed of? 3. What is ALU? What are its
functions? 4. What is the general purpose of the control? 5. What is the
accumulator? 6. Where is the accumulator located?

VIII. Compare:
a) a memory and a CPU; b) an ALU and a control unit

IX. Summarize the information about (a) multitasking, (b)
multiprocessing and (c) networking and the Internet.

Lesson 3. The computer revolution

1. Read and memorize the following words and word combinations:
complexity — CIIOXHOCTh

to run — yrpaBisTh

forecast — mMpOTHO3UPOBATH, MPOTHO3
exploration — uccienioBanue, pa3Beka
generation — IOKOJICHUE

attitude — 30. IO3ULUA

to encounter — CTaIKUBAThCS

hazard — onacHOCTB

menace — yrposa, yrpoxarb

variety — MHOXECTBO, pa3HooOpasue

to plot — HAHOCHUTD Ha KapTy, YSPTUTh
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Signpost — yka3aTeinb

to furnish — NpenOCTaBIATH

essential — CylecTBEHHBIN, HEOTHEMIIEMBIIA

to quantify — CUMTaTh, OIPEICIATH KOJIMYECTBO
valid — mpaBUIIbHBIN, 000CHOBAaHHEIT

II. Read and translate the text.

Without the computer space programs would be impossible and the
21" century would be impossible. The incredible technology we are
building, the complexity and the knowledge we are amassing, are all
beyond the unaided mind and muscle of man. More than any other single
invention, perhaps even more than a wheel, the computer offers a promise
so dazzling and a threat so awful that it will forever change the direction
and meaning of our lives.

Computers today are running our factories, planning our cities,
teaching our children, and forecasting the possible futures we may be heir
to.

In the new age of exploration the computer is solving in
milliseconds the problems a generation of mathematicians would need
years to solve without its help. The small, fifty-nine-pound computer,
which takes up only one cubic foot of space in the vehicle will do all of
the mathematics needed, to solve one billion different space-maneuvering
and navigation problems. Moreover, it translates the answer into simple
numbers and tells the astronaut the altitude to which he must bring the
spacecraft before firing the thrusters, and indicate to him exactly how
long they must be fired.

Even before a rocket is launched, it is flown from ten to a hundred
times through space-computer-simulated space-on flights constructed of
mathematical symbols, on trajectories built of information bits,
encountering hazards that are numbers without menace. For one of the
computer’s greatest assets is its ability to simulate one or a million
variants of the same theme. “What if?” is the question the computer can
answer accurately, swiftly, and over and over again. From this variety of
possibilities, a trip from the Earth to the Moon can be simulated as often
as necessary, with every possible trajectory plotted and every mile of the
journey through space marked with symbolic signposts that will provide
assurance that, mathematically at least, man has travelled this way before.

The computer can do far more than simulate the mechanics of space
flight; it can furnish accurate models of life itself. In computer simulation,
then, there may come the great breakthrough needed to convert the
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inexact social sciences — the studies of man as a social being — into
exact sciences. The one absolutely essential tool of science is the
measuring device. Anything that can be counted, measured, quantified,
can be studied with scientific accuracy. Now it becomes possible to
perform controlled experiments, in which every factor that goes in is
known in advance and the answers that come out are then valid.

Notes

The computer offers a promise so dazzling and a threat so awful
firing — KOMIBIOTEp NpejiaraeT HaAeXKIy CTOJb OJECTAIIYI0 U yrpo3y
CTOJIb YXKAcHYIO; fo fire the thrusters—3amyckaTb IOBUTaTellb; there may
come the great breakthrough — MoxeT IpOU30UTH OOJIBLION HPOPHIB.

11l. Give the Russian equivalents.

The incredible technology, beyond the unaided mind and muscle of
man, to forecast, be heir to; only one cubic foot of space, fifty-nine-pound
computer, space-computer-simulated space-on flights, ability to simulate
one or a million variants of the same theme, anything that can be counted,
measured, quantified.

1V. Give the English equivalents.

YropaBnaTh 3aBOfaMH, I[UIAHMPOBATh TOpOJa, YYHUTh JICTCH;
HOKOJICHHSI MaTeMaTHKOB, MMHUTAIIMS, MOJICIUPOBAHUE, CTAITKUBATHCS C
OMAaCHOCTBIO; AKKypaTHO, OBICTPO W CHOBA U CHOBa; MHOXKECTBO
BO3MOXKHOCTEH; MPENOCTAaBIAThL TOYHBIE MOJCTH CaMOW  JKU3HHU;
yIpaBIseMbIil SKCIICPUMEHT, T1I¢ KaKIbIi ()aKTOp MU3BECTCH 3apaHee.

V. Fill in the blanks.

1. The incredible technology /kotopyro mbl ctpoum/ is beyond the
unaided mind and muscle of man. 2. Computers today /ynpaeisror/ our
factories, /mnanupyroT1/ our cities, /yuat/ our children. 3. The computer
/pemaet/ in milliseconds the problems a generation of mathematicians
would need years to solve without its help. 4. Even before a rocket
/3amymena/ it is flown through space-computer-simulated flights. 5. A
trip from the Earth to the Moon /Moxer ObITh cMOAETMpOBaH/ as often as
necessary. 6. The computer /MoxxeT npegocraBnark/ accurate models of
life itself.

VI. Answer the following questions.
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1. In what important field of science are computers used today? 2.
How fast does a modern computer solve mathematical problems? 3. How
much space does modern computer take in a vehicle? 4. What is made
with a rocket before it is launched into space? 5. What is one of
computer’s greatest assets? 6. What important question can computer
answer over and over again? 7. What great breakthrough may come in
computer simulation? 8. What experiments can be performed now?

VIl Give a brief summary of the text.

VIII. Read the text and tramslate it without a dictionary. Give a
short summary of it.
The history of computers

The concepts of digital computing and representing information in
binary form can be traced back to the 1800s. Mechanical devices using
these techniques were large, expensive, noisy, slow and unreliable. It was
not until the first electronic digital computer, ENIAC, appeared in the late
1940s that practical digital computing was possible. ENIAC, which used
vacuum tubes, was still large, expensive, noisy, and unreliable, but it was
faster. Much more work could be performed in a much shorter time. As
capability of these devices grew, computer makers kept stuffing more into
their products. Soon computers were so complicated and expensive that
only very large businesses could afford them. The idea of many smaller,
inexpensive computers doing much of the work of the larger machines
started the “revolution”. Transistors reduced size and power consumption
and further increased reliability and speed of operation.

Computers have been around for many years, but it is the
development of large-scale integrated circuits (LSICs), however, that has
let the computer affect everyone’s life. They have been one of the
dominant factors in the growth of electronics. Without them we would not
have so much capability in so little space. Integrated circuits (IC) gave us
further improvements, and LSICs put the computer into general public’s
hands. Large-scale integration has actually been able to put a complete
computer on a single IC. These ICs are called microprocessors, and when
combined with input and output devices, are called microcomputers. Now
we encounter the microcomputer daily. The computer can be programmed
to do almost any task involving decisions and actions.

31



Notes

ENIAC - Electronic Numerical Integrator and Calculator;
computer makers kept stuffing more into their products — N3rOTOBUTENH
KOMITBIOTEPOB TPOJOKAIIM YKOMIUICKTOBBIBATE CBOIO TPOJYKIIUIO BCE
OoJiee CIIOKHBIMU JIeMEeHTaMu;, complicated — CIIOKHBIN.

UNIT 2. HARDWARE
Lesson 1. Inside the computer case

1. Read and memorize the following words and word combinations:
be little intimidating — HEMHOTO TIyTarOIINAE
solder — ipunoi
to pop in — 3arJasHyTh
insight — moHNMaHHUE CYTH
troubleshooting process — mporiecc MOUCKa HEUCIIPABHOCTH
tangible objects — MmaTepHuanbHbIC OOHEKTHI
chassis — 6110k
to comprise — BKIIOYATh
circuitry — cxema

1I. Read and translate the text.

Some people get a little excited when they look inside a computer
and see all the different electrical components and circuit boards. All the
wires, connectors and data cables inside tend to be a little intimidating. Yet,
all of today’s computer repairs, replacements, upgrades and installations are
getting easier and easier.

A technician could spend hours to search for a specific chip or failed
solder connection that’s causing a particular problem. Repairs aren’t done
at the chip level anymore. Everything is very modular. It’s quicker, easier,
and much more economical to have the technician pop in a whole new
video card or motherboard.

It’s necessary to know some of the different components and what
they do. It can give you an insight as to which particular module may need
replacement, and aids in the troubleshooting process.

A personal computer is made up of multiple physical components of
computer hardware, upon which can be installed an operating system and a
multitude of software to perform the operator's desired functions.

The term “hardware” covers all those parts of a computer that are
tangible objects. Circuits, displays, power supplies, cables, keyboards,
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printers and mice are all hardware.

Though a PC comes in many different form factors, a typical
personal computer consists of a case or chassis in a tower shape (desktop)
and the following parts:

1. Monitor
2. Motherboard
3.CPU
4. RAM
5. Expansion card
6. Power supply
7. CD-ROM drive
8. Hard disk
9. Keyboard
10. Mouse

11I. Give the Russian equivalents.

Computer case, connector, to install, wire, circuit board, connector,
technician, upgrade, multitude, chassis, keyboard, replacement,
troubleshooting.
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1V.Give the English equivalents.

Kopmryc  xommbroTepa, COemMHHTENTh (pa3beM), YCTAaHOBUTH,
MOHTaXKHas IUIaTa, COCAMHUTENb, TEXHHUK, KapTa paclIupeHus,
OOHOBJICHHWE, MHOXECTBO, OJIOK, KJIaBWarypa, 3aMeHa, IPOBOJ
(TTpOBOTHUK).

V. Have a look at the picture and label the elements of this computer
System.

VI. Translate the words of the same root. Define speech parts.

To connect — a connector — connection — connectible; to install —
installation — an instalment; a place — to place — to replace — a replacement;
a multiple — multiplication — to multiply — a multiplicator; to perform —
performance — a performer.

VII. Complete the sentences according to the text.

1. All the wires, connectors ___ inside a computer sometimes tend
to be a little intimidating. 2. A technician spent hours to search for a
specific ~ or failed solder connection that’s causing a particular
problem. 3. It’s quicker, easier, and much more economical to have _ in
a whole new video card or motherboard. 4. The term _ covers all those
parts of a computer that are tangible objects. 5. A personal computer is
made up of multiple of computer hardware.

VIII. Think of ways in which you can describe:
a) the term “hardware”

b) the PC modular system

¢) computer’s hardware.

Lesson 2. Processing

1 Before reading the text try to answer the following questions:
1. What is the main function of a computer’s processor?
2. What unit of frequency is used to measure processor speed?

11, Read the text.

The nerve centre of a PC is the processor, also called the CPU, or
central processing unit. This is built into a single chip that executes
program instructions and coordinates the activities that take place within
the computer system. The chip itself is a small piece of silicon with a
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complex electrical circuit called an integrated circuit.

The processor consists of three main parts.

The control unit examines the instructions in the user’s program,
interprets each instruction and causes the circuits and the rest of the
components — monitor, disk drives, etc. — to execute the functions
specified.

The arithmetic logic unit (ALU) performs mathematical calculations
(+, -, etc.) and logical operations (AND, OR, NOT).

The registers are high-speed units of memory used to store and
control data. One of the registers (the program counter, or PC) keeps track
of the next instruction to be performed in the main memory. The other (the
instruction register, or IR) holds the instruction that is being executed.

The power and performance of a computer is partly determined by
the speed of its processors. A system clock sends out signals at fixed
intervals to measure and synchronize the flow of data. Clock speed is
measured in gigahertz (GHz). For example, a CPU running at 4GHz (four
thousand million hertz, or cycles, her second) will enable your PC to handle
the most demanding applications.

111. Answer the questions.

1. What are the main parts of the CPU? 2. What does ALU stand for?
What does it do? 3. What is the function of the system clock? 4. How much
is one gigahertz?

1V. What do the words in bold type refer to?

1. This is built into a single chip.

2. which executes program instructions and coordinates. ...

3. thatis being executed.

4.  performance of a computer is partly determined by the speed
of its processor.

V. Translate the following text in writing.

The central processing unit (CPU) is the main IC chip on your
computer’s motherboard. They come in different shapes, sizes and
packages. Older CPUs came in the DIP format, and some 286s and early
386s were QSOPs, but what you’ll see the most are the flat, square PGA or
SPGA chips.

CPU is considered the “brain” of your computer. It controls and
directs all the activities of the computer, transmitting, receiving and
processing data constantly. But like the “brain” of any project or
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organization, it relies very heavily on its support group and advisors. There
are a lot of factors involved that are related to the CPU and have an effect
on the speed and performance of your machine. Some of these factors
include:

a) Whether there’s a math coprocessor present and if it’s internal or
external.

b) The clock speed of the system and of the CPU. The amount of
internal cache and external cache available.

¢) The bus architecture or supporting circuitry on the motherboard.

Notes

DPI — Dual Inline Package — xopiryc ¢ IByMs psigaMu KOHTakToB; OSOP —
Quarter Size Outline Package — xopmyc mupuHoi B Y4 mioiima; PGA — Pin Grid
Array — xopIryc ¢ MaTpHLeH UroiapyaTeix NpuBoaoB; SPGA — Staggered Pin Grid
Array — ctyneH4arast MaTpuua npuBooB; clock speed — TakroBas yacrora; cashe —
«KOUI», MPOMCIKYTOYHAS NaMATh C 00JIBIIION MMPOMU3BOAUTCIIBHOCTBIO

Lesson 3. Motherboard

1. Read and memorize the following words:

to attach — IpUCOCTUHSATH

to reside — TIOCTOSTHHO HAXOUTHCS

to enable — TO3BOIISTH, NE€JIATH BO3MOKHEIM

to mediate — MOCpeTHUYATH

chipset — HaOOp MUKPOCXEM

to handle — ob6pabaTbIBaTh

firmware — BCTpOGHHOE MPOrPaMMHOE 00eCTIeUeHUE

boot — camo3arpy3ka; BHIIOIHATh HAYaIBHYIO 3arPy3Ky

heat sink — paguaTop

fan — BEHTHIISTOD

controller — KOHTpOJIIEP, YCTPOHUCTBO YIPaBICHUSI, AUCTIETYED
additional core features — TOTIOTHUTENBHBIE OCHOBHBIE 0COOCHHOCTH
bus — mMHA, MarucTpaIbHas IMUHA

internal bus — BHYTpEHHSS IIIITHA

external bus controller — KOHTpOJIIEp BHENITHEH IITMHBI

II. Read and translate the text.

A motherboard is the central
printed circuit board (PCB) in some

’ Central
complex electronic systems, such as Processing
modern personal computers. The Unit
Northbridge [RAM (Memory)

p— AGP/PCla (Graphics;

[

Southbridge

e SATA/USB/LAN ports
— Other devices
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motherboard is sometimes alternatively known as the main board, system
board, or, on Apple computers, the logic board. It is also sometimes
casually shortened to “mobo”.

The motherboard is the “body” of the computer. Components
directly attached to the motherboard include CPU, chips, RAM, BIOS,
buses and bus controllers.

The central processing unit performs most of the calculations which
enable a computer to function, and is sometimes referred to as the “brain’
of the computer. It is usually cooled by a heat sink and fan.

All the chips that reside on the motherboard are known as the
chipset. The chipset mediates communication between the CPU and the
other components of the system, including main memory.

RAM stores all running processes (applications) and the current
running OS. RAM Stands for Random Access Memory.

The BIOS (Basic Input/Output System) includes boot firmware and
power management. Operating system drivers handle the Basic Input
Output System tasks.

Internal Buses connect the CPU to various internal components and
to expansion cards for graphics and sound.

External Bus Controllers support ports for external peripherals.
These ports may be controlled directly by the Southbridge I/O controller or
are based on expansion cards attached to the motherboard through the PCI
bus (see the scheme of a typical chipset layout).

On most PCs, it is possible to add memory chips directly to the
motherboard. You may also be able to upgrade to a faster PC by replacing
the CPU chip. To add additional core features, you may need to replace the
motherboard entirely.

Notes

Southbridge controller— YOxHbIi MOCT, KOHTPOJIJIEP-KOHLIEHTPATOP BBOJA-
BbIBOAa (B omiimume OT Northbridge controller— ceBepHBI MOCT, KOHTPOJLIEP-
KOHLIEHTpAaTOp maMmsATH). Ha3BaHUsT MOXHO OOBSICHUTH IPEICTaBICHUEM
apXMUTEKTYpBl YHIICETa B BUAE KapThbl. lIpomeccop pacronaraercs Ha BEpIIMHE
KapThl, Ha ceBepe. COEMMHEH C OCTAIbHOW YacThlO MAaTEPHHCKOW IUIATHI 4Yepe3
corjacyroumi nHTepQelc 1 I0KHBIH MOCT.

111. Give the English equivalents.

Circuit board, complex, electronic systems, motherboard, logic
board, calculations, chipset, controller, to mediate, bus, external
peripherals, Southbridge controller, external bus controller, printed circuit
board.
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1V. Think of ways in which you can explain the following
abbreviations. Translate them into Russian.

a) PCB; b) CPU; ¢) OS; d) RAM; e) PCI bus; f) BIOS

V. Review the text, find the key words or phrases in each passage
and use them to summarise the text.

VI. Find some additional information and write short reports about:

a) Bus controllers; b) Basic Input /Output Systems

Lesson 4. Buses and cards

1. The following word combinations will help you to translate this
text:

expansion slot — pacUIIPUTENLHOE THE3/I0, Pa3beM
expansion card — nnata pacuIMpeHus

edge connector — TOPIEBOH pazbeM

compatibility card — nnara COBMeCTUMOCTH

front side bus — ppoHTaTBHAS ITHHA

The main circuit board inside the computer system is the
motherboard. It contains the processor, the memory chips, expansion slots,
and controllers for peripherals, connected by buses — electrical channels
that allow devices inside the computer to communicate with each other. For
example, the front side bus carries all data that passes from the CPU to
other devices.

The size of a bus, called bus width, determines how much data can
be transmitted. It can be compared to the number of lanes on a motorway
— the larger the width, the more data can travel along the bus. For
example, a 64-bit bus can transmit 64 bits of data.

Expansion slots allow users to install expansion cards, adding
features like sound, memory and network capabilities.

An expansion card (also an expansion board, adapter card or
accessory card) in computing is a printed circuit board that can be inserted
into an expansion slot of a computer motherboard to add additional
functionality to a computer system. One edge of the expansion card holds
the contacts (the edge connector) that fit exactly into the slot. They
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establish the electrical contact between the electronics (mostly integrated
circuits) on the card and on the motherboard. The primary purpose of an
expansion card is to provide or expand on features not offered by the
motherboard.

Expansion card types

*Video cards

¢ Sound cards

¢ Network cards

e TV tuner cards

e Video processing expansion cards

¢ Modems

e Host adapters such as SCSI and RAID controllers

e POST cards

¢ BIOS Expansion ROM cards

o Compatibility card

e Physics cards (commercially available at present)

e Disk controller cards (for fixed — or removable —media drives)

o Interface adapter cards, including parallel port cards, serial port
cards, multi-I/O cards, USB port cards, and proprietary interface cards

e RAM disks, e.g. -lRAM

¢ Memory expansion cards

¢ Hard disk cards

e Clock/calendar cards

e Security device cards

e Radio tuner cards

1I. Answer the questions.
1. What term is used to refer to the main printed circuit board? 2.
What is a bus? 3. What is the benefit of having expansion slots?

1I. Translate the words of the same root. Define speech parts.

To expand — an expanse — expansible — an expansion — expansive; to
compute — a computer — computation; to connect — a connector —
connection; to establish — an establishment — established; to provide —
providence — a provider — provident.

11I. State the character of this text (scientific, popular science,
newspaper article, encyclopaedia). Explain your choice.
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1V. Find some additional information about one of the expansion
card types. Write a short report.

Lesson 5. Power Supply
1. Read and translate the text.

The component that supplies power to a computer is also called a
power supply unit or PSU. Most personal computers can be plugged into
standard electrical outlets. The power supply then pulls the required amount
of electricity and converts the AC to DC. It also regulates the voltage to
eliminate spikes and surges common in most electrical systems. Not all
power supplies, however, do an adequate voltage-regulation job, so a
computer is always susceptible to large voltage fluctuations.

Power supplies are rated in terms of the number of watts they
generate. The more powerful the computer, the more watts it can provide to
components.

1l. Transcribe, practice the pronunciation and remember the
translation of the following words:

power supply — GJIOK UTaHUS

to plug — MOKITFOYATH

electrical outlet — snexTpuveckas po3eTka

spike — BBIOpOC, CKa4OK

surge — moMexa

susceptible — BOCIpUUMYMBHIN, TyBCTBUTEITBHBII

fluctuations — koneGanus

111. Find the key words that can help you to retell the text. Retell the
text.

1V. Make a report on:

a) The problem of computer system’s stability.

b) The problem of surge protection of the internal buses and the
components.

Lesson 6. Hard disk

1. Read and translate the text.
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Hard disk is a magnetic disk on which you can store computer data.
The term “hard” is used to distinguish it from a soft, or floppy, disk. Hard
disks hold more data and are faster than floppy disks. A hard disk, for
example, can store anywhere from 10 to more than 100 gigabytes, whereas
most floppies have a maximum storage capacity of 1.4 megabytes.

A single hard disk usually consists of several platters. Each platter
requires two read/write heads, one for each side. All the read/write heads
are attached to a single access arm so that they cannot move independently.
Each platter has the same number of tracks, and a track location that cuts
across all platters is called a cylinder. For example, a typical 84-megabyte
hard disk for a PC might have two platters (four sides) and 1,053 cylinders.

In general, hard disks are less portable than floppies, although it is
possible to buy removable hard disks.

11, Consult the dictionary and find the definitions of the following
terms. Write them down.

a) Floppy disk; b) hard disk; c) storage capacity; d) single access
arm; e) platter; f) cylinder

11I. Choose the suitable word to complete the sentence.
1. is the track location that cuts across all platters. 2.
is an item of factual information derived from measurement or research. 3.
is a rigid magnetic disk mounted permanently in a drive unit. 4.
is a unit of information equal to 1000 megabytes. 5. is one
of the circular magnetic paths on a magnetic disk that serve as a guide for
writing and reading data. 6. is a data storage medium that is
composed of a disk of thin, flexible magnetic storage medium.

1V. Ask your group-mates questions on the text.
UNIT 3. STORAGE DEVICES
Lesson 1. Computer storage

1 Read and translate the text.

A computer’s memory can be viewed as a list of cells into which
numbers can be placed or read. Each cell has a numbered “address” and can
store a single number. The computer can be instructed to “put the number
123 into the cell numbered 1357 or to “add the number that is in cell 1357
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to the number that is in cell 2468 and put the answer into cell 1595”. The
information stored in memory may represent practically anything. Letters,
numbers, even computer instructions can be placed into memory with equal
ease. Since the CPU does not differentiate between different types of
information, it is up to the software to give significance to what the
memory sees as nothing but a series of numbers.

In almost all modern computers, each memory cell is set up to store
binary numbers in groups of eight bits (called a byte). Each byte is able to
represent 256 different numbers; either from 0 to 255 or -128 to +127. To
store larger numbers, several consecutive bytes may be used (typically,
two, four or eight). When negative numbers are required, they are usually
stored in two’s complement notation. Other arrangements are possible, but
are usually not seen outside of specialized applications or historical
contexts. A computer can store any kind of information in memory as long
as it can be somehow represented in numerical form. Modern computers
have billions or even trillions of bytes of memory.

The CPU contains a special set of memory cells called registers that
can be read and written to much more rapidly than the main memory area.
The registers are high-speed units of memory. One of the registers (the
program counter, or PC) keeps track of the next instruction to be performed
in the main memory. The other (the instruction register, or IR) holds the
instruction that is being executed. There are typically between two and one
hundred registers depending on the type of CPU. Registers are used for the
most frequently needed data items to avoid having to access main memory
every time data is needed. Since data is constantly being worked on,
reducing the need to access main memory (which is often slow compared to
the ALU and control units) greatly increases the computer’s speed.

Computer’s main memory comes in two principal varieties: random
access memory or RAM and read-only memory or ROM. RAM can be read
and written to anytime the CPU commands it, but ROM is pre-loaded with
data and software that never changes, so the CPU can only read from it.
ROM is typically used to store the computer’s initial start-up instructions.
In general, the contents of RAM is erased when the power to the computer
is turned off while ROM retains its data indefinitely. In a PC, the ROM
contains a specialized program called the BIOS that orchestrates loading
the computer’s operating system from the hard disk drive into RAM
whenever the computer is turned on or reset. In embedded computers,
which frequently do not have disk drives, all of the software required to
perform the task may be stored in ROM. Software that is stored in ROM is
often called firmware because it is notionally more like hardware than
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software. Flash memory blurs the distinction between ROM and RAM by
retaining data when turned off but being rewritable like RAM. However,
flash memory is typically much slower than conventional ROM and RAM
so its use is restricted to applications where high speeds are not required.

In more sophisticated computers there may be one or more RAM
cache memories which are slower than registers but faster than main
memory. Generally computers with this sort of cache are designed to move
frequently needed data into the cache automatically, often without the need
for any intervention on the programmer’s part.

11, Answer the questions.

1. What type of memory is temporary? 2. What type of memory is
permanent and includes instructions needed by the CPU? 3. How can RAM
be increased? 4. How many digits does a binary system use? 5. What is a
bit? 6. What is a collection of 8 bits called? 6. What code do computers use
to make calculations? 7. What two states do electronic circuits
differentiate? 8. How do computers represent characters? 9. What units are
used to avoid complex calculations? 10. Do you know what ASCII —
pronounced /'@ski/ — stand for? 11. What memories are used in
microcomputers?

1I1. Study the following table. It might be useful for you.

Unit of Abbreviation Exact memory amount

memory

Binary digit | bit, b l1or0

Byte B 8 bits

Kilobyte KB or K 1,024 bytes

Megabyte MB 1,024 KB, or 1,048,576 bytes

Gigabyte GB 1,024 MB, or 1,073,741,824
bytes

Terabyte TB 1,024 GB, or 1,099,511,627,776
bytes

1V. Complete these descriptions with the correct unit of memory.

1. A is about one trillion bytes — about as much text as the
books and magazines in a huge library. 2. A is about one million
bytes — about as much text as a 300-page novel. 3. A is about one
billion bytes — about as much text as 1,000 books. 4. A is about one
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thousand bytes — equivalent to one sheet of A4. 5. A can store a
single character, such as the letter # or number 7.

V. What do you call a unit which:

1) accepts information from outside a computer?
2) memorizes information to be operated on?

3) brings information out of the computer?

V. Make up the summary of the text in writing.

Lesson 2. Magnetic storage

1. Read and translate the text.

Magnetic storage devices store data by magnetizing particles on a
disk or tape. There are basically three types of magnetic storage devices
available to the computer user — 3.5"floppy drives and diskettes, hard
drives and tapes.

A floppy disk is so called because it consists of a flexible sheet of
plastic, coated with iron oxide — a magnetizable material. A floppy disk
drive spins at 360 revolutions per minute (rpm), so it’s relatively slow.
However, a hard drive spins at over 7,200rpm and stores data on a stack of
metal rotating disks called platters. This means you can store much more
data and retrieve information much faster.

New disks need to be formatted though as a rule they come
preformatted from the manufacturer. The operating system (OS) organizes
the disk surface into circular tracks and divides each track into sectors. The
OS creates a directory which will record the specific location of files. When
you save a file, the OS moves the read/ write head of the drive towards
empty sectors, records the data and writes an entry for the directory. Later
on, when you open that file, the OS looks for its entry in the directory,
moves the read/ write heads to the correct sector and reads the file in the
RAM area.

The OS allows you to create one or more partitions on the hard drive,
in effect dividing it into several logical parts. Partitions allow installing
more than one OS on the computer. The user can also split the hard drive to
store the OS and programs on one partition (this is the internal hard drive
usually called C: drive) and data files on another so that when a problem
occurs the OS may be reinstalled without affecting the data partition.
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External hard drives are connected to the USB or FireWire port of
the computer. They can be as small as a wallet but can have as much
capacity as internal drives; they are usually used for backup or as secondary
storage.

Hard drives are very sensitive to vibration and shocks, especially
when they are operating.

A tape drive reads and writes data on tapes. It is sequential-access —
i.e. to get to a particular point on the tape, it must go through all the
preceding points. Tapes are used for data collection, backup and archiving.

The average time required for the read/ write heads to move and find
data is called seek time (or access time) and is measured in milliseconds.
Seek time shouldn’t be confused with transfer rate — the average speed
required to transmit data from the disk to the CPU, measured in megabytes
per second.

1I. Decide whether these sentences are true or false. Correct the false
ones.

1. A hard drive spins at the same speed as a floppy disk drive. 2. If
you format a hard drive that has files on it, the files will be deleted. 3. Hard
drives cannot be partitioned to run separate operating systems on the small
disk. 4. Seek time and transfer rate mean the same thing. 5. Disk drives are
not shock resistant, especially in operating mode.

IIl. Read each paragraph carefully and say briefly what they are
about.

1V. Speak on advantages and disadvantages of magnetic storage
devices.

V. Read the text and translate it into Russian. Write a short
summary of it.

The function of the memory unit is to store programs and data. This
function can be accomplished with a variety of equipment. It is useful to
distinguish between two classes of memory devices which comprise the
prime and secondary storage. Primary storage, or the main memory, is a
fast memory capable of operating at electronic speeds, where programs
and data are stored during their execution. The main memory contains a
large number of semiconductor storage cells, each capable of storing one
bit of information. These cells are rarely read or written as individual
cells. Instead, they are processed in groups of fixed size called words. The
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main memory is organized so that the contents of one word, containing n
bits, can be stored or retrieved in one basic operation.

To provide easy access to any word in the main memory, it is
useful to associate a distinct name with each word location. These names
are numbers that identify successive locations, which are hence called
address. A given word is accessed by specifying its address and issuing a
control command that starts the storage or retrieval process.

The number of bits in each word is often referred to as the word
length of the given computer. Large computers usually have 32 or more
bits in a word, while microcomputer and minicomputer word lengths
range from 8 to 32 bits. Small machines may have only a few thousand
words, large machines often have millions of words. Data is usually
manipulated within a machine in units of words, multiples of words, or
submultiples of words. A typical access to the main memory results in
one word of data being read from the memory or written into it.

Notes
Can be stored or retrieved — 30. MOTYT OBITh HAWIEHBI, Successive
locations — mocnenoBatenbHble sueiiku. Data is usually manipulated — C

JAHHBIMHA OOBIYHO pabOTaroT.
Lesson 3. Optical discs and drives
1. Before reading the text discuss these questions:

1. What do CD and DVD stand for?
2. What is the main advantage of using DVDs instead of CDs?
3. What is the Blue-ray format? Where does it get its name?

1. Read and translate the text.

Optical discs can store data at much higher densities than magnetic
discs. They are therefore ideal multimedia applications where images,
animation and sound occupy a lot of disc space. Optical discs are not
affected by magnetic fields, so they are secure and stable, and can be
transported through metal detectors without damaging the data. However,
optical drives are slower than hard drives.

At first sight, a DVD is similar to a CD. Both discs are 120 mm in
diameter and 1.2 mm thick. They also both use a laser beam to read data.
However, they are very different in internal structure and data capacity. In a
DVD, tracks are very close together, thus allowing more tracks. The pits in
which data is stored are also smaller, so there are more pits per track. As a
result, a CD can hold 650-700 MB, whereas a basic DVD can hold 4.7 GB.
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CDs come in three different formats:

*CD-ROMs are read-only units, meaning you cannot change the data
stored on them.

*CD-R (recordable) discs are write-only devices that let you
duplicate other CDs.

*CD-RW (rewritable) discs enable a user to write onto them many
times, just like a hard disk.

A CD-ROM drive is a device that can read information from a CD-
ROM. CD-ROM drives can be either internal, in which case they fit in a
bay, or external, in which case they generally connect to the computer’s
USB or ESATA. ESATA CD-ROM drive is easier to install, but it has
several disadvantages. It’s somewhat more expensive than internal drives
and ESATA can be rarely implemented in the motherboards. USB is easier
to install and connect. It’s possible to move USB drive between different
PCs.

There are a number of features that distinguish CD-ROM drives, the
most important of which is probably their speed. CD-ROM drives are
generally classified as single-speed or some multiple of single-speed.

Two more precise measurements are the drive’s access time and data
transfer rate. The access time measures how long, on average, it takes the
drive to access a particular piece of information. The data transfer rate
measures how much data can be read and sent to the computer in a second.

DVDs also come in several formats:

*DVD-ROMs are used in DVD computer drives. They allow for data
archiving as well as interactive content.

*DVD-R or DVDHR can only be recorded on once.

*DVD-RW or DVD+RW discs can be erased and reused many times.

The DVD drive used in computers is also called a DVD burner
because it records information by burning via a laser to a blank DVD disc.

HD-DVD and Blue-ray discs are expected to replace current DVD.
HD stands for high definition. A Blue-ray disc has a capacity of 25GB, 50
GB and 100 GB. Unlike DVDs, which use a red laser to read and write
data, Blue-ray uses a blue-violet laser, hence its name.

Notes

USB — Universal Serial Bus — yHuBepcalbHasi MOcCJie0BaTeNbHas
muHa; ESATA — External Serial Advanced Technology Attachment —
MOCIICIOBATEIILHBI HHTEP(EHC TOIKIIOYCHUS BHEIIHUX YCTPOWCTB (B
otimuune ot SATA — nocnenoBaTelbHOr0 HHTEp(delica oOMeHa JaHHBIMU C
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Hakonurensimu), CD-ROM — compact disc read-only memory —
KOMITAKTHBIN ONTHYECKUN TUCK C JTAHHBIMU.

1I. Give the Russian equivalents.

Device, disadvantage, bay, to distinguish, precise, measurement,
access time, data transfer rate, average, to implement, feature, speed, to
classify, laser beam, via, burner, high definition.

1V. Give the English equivalents.

JlaHHBIE, CKOpPOCTb, KIaCCH(PHUIIUPOBATh, YCTPOHCTBO, CKOPOCTh
nepeiayu TaHHBIX, OCOOCHHOCTh, CPEIHEE YHUCIIO, OTCEK, BpeMs JOCTYyIIa,
pasnuyaTh, HEIOCTATOK, U3MEPEHUE, OCYLIECCTBUTh, TOUHBIMN.

V. Complete the following sentences.

1. A CD-ROM drive is that can read information from a CD-
ROM. 2. CD-ROM drives can be either , or . 3. CD-ROM
drives are generally classified as . 4. Two more precise
measurements are and . 5. measures how long it

takes the drive to access a particular piece of information. 6.
measures how much data can be read and sent to the computer in a second.

VI Sum up the contents of the text by answering the following
questions.

1. What is a CD-ROM? 2. What is the difference between the
internal CD-ROM and external CD-ROM drives? 3. What advantages of
USB CD-ROM drive can you name? 4. ESATA drives have some
disadvantages. What are they? 5. There are a number of features that
distinguish CD-ROM drives, aren’t there? What are they? 6. What does the
data transfer rate measure? 7. What is the basic function of disk drives?

UNIT 4. PERIPHERALS
Lesson 1. Monitor

1L Before reading the text look at the words bellow. How many of
them do you know? Look up the unknown words in the dictionary.

An enclosure, to classify, a device, liquid, permanent, capability,
monochromic, background, foreground, to measure, to accept, an inch.
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1I. Read and translate the text.

A monitor or display (sometimes called a visual display unit) is a
piece of electrical equipment which displays images generated by devices
such as computers, without producing a permanent record. The computer
sends a signal to the video adapter, telling it what character, image or
graphic to display. The video adapter converts that signal to a set of
instructions that tell the display device (monitor) how to draw the image on
the screen. The monitor comprises the actual display device, circuitry, and
an enclosure. The display device in modern monitors is typically a thin film
transistor liquid crystal display (TFT-LCD), while older monitors use a
cathode ray tube (CRT).

There are many ways to classify monitors. The most basic is in terms
of colour capabilities, which separates monitors into three classes:

a) monochrome: Monochrome monitors actually display two colours,
one for the background and one for the foreground. The colours can be
black and white, green and black, or amber and black.

b) grey-scale: A grey-scale monitor is a special type of monochrome
monitor capable of displaying different shades of grey.

¢) colour: Colour monitors can display anywhere from 16 to over 1
million different colons. Colour monitors are sometimes called RGB
monitors because they accept three separate signals — red, green, and blue.

After this classification, the most important aspect of a monitor is its
screen size. Like televisions, screen sizes are measured in diagonal inches,
the distance from one corner to the opposite corner diagonally. A typical
size for small VGA monitors is 14 inches. Monitors that are 16 or more
inches diagonally are often called full-page monitors.

The resolution of a monitor indicates how densely packed the pixels
are. In general, the more pixels (often expressed in dots per inch), the
sharper the image. Another common way of classifying monitors is in
terms of the type of signal they accept — analogue or digital.

111 What do the following abbreviations stand for?
a) TFT; b) LCD; ¢) CRT; d) RGB (monitor); ¢) VGA (monitor)

1V. Work with the dictionary and find the meanings of the following
words. Try to explain them in English.

| Equipment; video adapter; device; pixel |

V. What do you call
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1. a set of tools or devices used for a particular purpose?

2. the smallest discrete component of an image or picture on a CRT
screen (usually a coloured dot)?

3. a machine or tool used for a particular purpose?

4. a board that plugs into a personal computer to give it display
capabilities?

5. a screen used to display certain kinds of information, for example
in airports or television studios?

6. a mental picture of someone or something produced by the
imagination or memory?

VI Arrange synonyms in pairs and give their Russian equivalents.
A) Display, character, convert, separate, measure, indicate;
B) Point, quantify, symbol, monitor, divide, alter.

VII. Ask your group-mates 3 or 4 questions on the text.
Lesson 2. Keyboard

1. Read the text.

The term “peripherals” refers to a large class of auxiliary devices that
may be connected to a computer. Most peripherals are used either for data
storage or for input or output. Although some are virtually essential (there
are few computers without keyboards and screens), many peripherals are
optional adjuncts to the operation of a computer.

Input devices are the pieces of hardware which allow us to enter
information into the computer. The most common are the keyboard and the
mouse. We can also interact with a computer by using one of these: a light
pen, a scanner, a trackball, a graphics tablet, a game controller or a
microphone.

1I. Complete these sentences.

1. This device is _____enter information into the computer. 2. it
may also____ function keys and editing keys ___ special purposes. 3. This
is a device  the cursor and selecting items on the screen. 4. It usually

two buttons and a wheel. 5. ...the user active icons or select items
and text. 6. It detecting light from the computer screen and is used by
pointing it directly at the screen display. 7. It the used  answer
multi-choice questions and...
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1II. Choose one of the input devices given below and describe its
functions and features.

A bar code reader; a touchpad on a portable PC; a webcam; a touch
screen.

1V. Read and translate the text.

The keyboard

The set of typewriter-like keys that enables you to enter data into a
computer is called a keyboard. Computer keyboards are similar to electric-
typewriter keyboards but contain additional keys. The keys on computer
keyboards are often classified as follows:

Alphanumeric keys represent letters and numbers, as arranged on a
typewriter.

Punctuation keys represent comma, period, semicolon, and so on.

Special keys comprise function keys, control keys, arrow keys, Caps
Lock key, etc.

Function keys appear at the top of the keyboard and can be
programmed to do special tasks.

Cursor control keys include arrow keys that move the insertion point
up, down, right and left, and keys such as End, Home, Page Up and Page
Down, which are used in word processing to move around a long
document.

Dedicated keys are used to issue commands or to produce alternative
characters, e.g. the Ctrl key or the Alt key.

A numeric keypad appears to the right of the main keyboard. The
Num Lock key is used to switch from numbers to editing keys.
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The standard layout of letters, numbers, and punctuation is known as
a QWERTY keyboard(pronounced kwer-tee) because the first six keys on
the top row of letters spell QWERTY. The arrangement of characters on a
QWERTY keyboard was designed in 1868 by Christopher Sholes, the
inventor of the typewriter. According to a popular myth, Sholes arranged
the keys in their odd fashion to prevent jamming on mechanical typewriters
by separating commonly used letter combinations. However, there is no
evidence to support this assertion, except that the arrangement does, in fact,
inhibit fast typing.

Another keyboard design, which has letters positioned for speed
typing, is the Dvorak keyboard. The Dvorak keyboard was designed in the
1930s by August Dvorak, a professor of education, and his brother-in-law,
William Dealy. Unlike the traditional QWERTY keyboard, the Dvorak
keyboard is designed so that the middle row of keys includes the most
common letters. In addition, common letter combinations are positioned in
such a way that they can be typed quickly.

There is no standard computer keyboard, although many
manufacturers imitate the keyboards of PCs.

V. Match the descriptions (1-8) with the names of the keys (a-h).
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1 A long key at the bottom of the keyboard. | a arrow keys
Each time it is pressed, it produces a blank

space. b return/ enter
2 It moves the cursor to the beginning of a new
line. It is also used to confirm commands. ¢ Caps Lock

3 It works in combination with other keys. For
example, you press this key and C to copy the | d shift
selected text.
4 It removes the character to the left of the | e tab
cursor or any selected text.

5 It produces UPPER CASE characters. f space bar
6 It produces UPPER CASE Iletters, but it
doesn’t affect numbers or symbols. g backspace

7 It moves the cursor horizontally to the right
for a fixed number of spaces (in tabulations and | 2 Ctrl
data fields).

8 They are used to move the cursor, as an
alternative to the mouse.

VI Translate the text in writing.

Computers originally dealt only with letters and numbers as input, so
the keyboard is the oldest and most widespread input device. In addition to
the basic typewriter arrangement of letters and numbers plus shift key, tab,
and so forth, computer keyboards typically contain additional specialized
keys. Control (Ctrl) and alternate (Alt) keys are used in conjunction with
letter or number keys to issue commands from the keyboard to programs
that are running on the computer. For example, Ctrl-C is a key combination
often used to “break” or interrupt a program run and return control to the
operating system. Function keys (typically ten or twelve) may have
frequently used operations assigned to them by various programs one might
run. For example, F1 (function key 1) might be used to get on-screen help,
F3 to undo the last operation, and F10 to save the file. Cursor keys are used
to move the cursor (a blinking line or rectangle indicating the currently
active location on the screen) under keyboard control. Additional keys for
insert, delete, page up, page down, and other operations help one move
around in files during editing. The numeric keypad found on many
keyboards is a convenience if many numbers must be entered, because the
hand can stay in one location (typically at the right-hand side of the
keyboard) rather than having to move back and forth on the top row.
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The keyboard communicates with the operating system by issuing an
interrupt for every key press. It normally has its own connector to the
system unit and so does not occupy an I/O port.

Lesson 3. Mouse
1. Read and translate the text.

A device that controls the movement of the cursor or pointer on a
display screen is a mouse. A mouse is a small object you can roll along a
hard, flat surface. Its name is derived from its shape, which looks a bit like
a mouse, its connecting wire that one can imagine to be the mouse’s tail,
and the fact that one must make it scurry along a surface. As you move the
mouse, the pointer on the display screen moves in the same direction. Mice
contain at least one button and sometimes as many as three, which have
different functions depending on what program is running. Some newer
mice also include a scroll wheel for scrolling through long documents.

Invented by Douglas Engelbart of Stanford Research Center in 1963,
and pioneered by Xerox in the 1970s, the mouse is one of the greatest
breakthroughs in computer ergonomics because it frees the user to a large
extent from using the keyboard. In particular, the mouse is important for
graphical user interfaces because you can simply point to options and
objects and click a mouse button. Such applications are often called point-
and-click programs. The mouse is also useful for graphics programs that
allow you to draw pictures by using the mouse like a pen, pencil, or
paintbrush.

There are three basic types of mice.

A mechanical mouse has a rubber or metal ball on its underside that
can roll in all directions. Mechanical sensors within the mouse detect the
direction the ball is rolling and move the screen pointer accordingly.

An optomechanical mouse is the same as a mechanical mouse, but
uses optical sensors to detect motion of the ball.

An optical mouse uses a laser to detect the mouse’s movement. You
must move the mouse along a special mat with a grid so that the optical
mechanism has a frame of reference. Optical mice have no mechanical
moving parts. They respond more quickly and precisely than mechanical
and optomechanical mice, but they are also more expensive.

Do you know what Mighty Mouse, Lisa Mouse and Bus Mouse
mean?
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The name given to Apple’s first multi-button mouse, was launched in
2005. This was the first mouse manufactured and sold by Apple Computers
since the Lisa era in 1983 that contained more than a single button. The
Mighty Mouse offers four separate button areas including a touch-sensitive
top for both the left and right click, a 360-degree clickable scroll bar, and
side squeeze buttons to instantly access the Mac OS X Dashboard or other
customizable features. Currently the Mighty Mouse is available in both
wired and wireless versions.

Lisa Mouse is the name for the mouse that was distributed with
Apple’s first mouse-controlled computer (pre-Macintosh) in 1983. The Lisa
Mouse used a steel ball (instead of the rubber ball found in more modern
mice), and was rectangular in shape with a raised front panel, and contained
a single mouse button.

A Bus mouse is connected to a computer via an expansion board.
Another type of mouse was a serial mouse connected to a serial port. Serial
mice were easier to install, but the advantage of bus mice was that they do
not use up the serial port, so you could use the port for a different device.
Bus mice are now obsolete.

Hamster is the name given to a cordless mouse that operates through
an infrared connection.

11. Complete this text about the mouse with verbs from the box:
| Click double-click drag grab select move control |

A mouse allows you to (1) the cursor and move around the
screen very quickly. Making the same movements with the arrow keys on
the keyboard would take much longer. As you (2)  the mouse on your
desk, the pointer on the screen moves in the same direction. The pointer
usually looks like an |-bar, an arrow, or a pointing hand, depending on what
you are doing.

A mouse has one or more buttons to communicate with the
computer. For example, if you want to place the insertion point or choose a

menu option, you just (3) (press and release) on the mouse button, and
the option is chosen.
The mouse is also used to (4) text and items on the screen. You

can highlight text to be deleted, copied or edited in some way.

The mouse is widely used in graphics and design. When you want to
move an image, you position the pointer on the object you want to move,
press the mouse button, and (5) the image to a new location on the
screen. Similarly, the mouse is used to change the shape of a graphic
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object. For example, if you want to convert a square into a rectangle, you

(6) one corner of the square and stretch it into a rectangle.
The mouse is also used to start a program or open a document: you
put the pointer on the file name and (7) on the name — that is, you

rapidly press and release the mouse button twice.

111. Translate the text in writing.

The mouse, developed by Douglas Englebart of Xerox in the 1960s,
is perfectly suited for operations like pointing, drawing, and selecting.
Programs that involve picking objects on the screen, choosing entries from
menus, or manipulating graphic objects often make extensive use of the
mouse.

A typical mouse translates the motion of its underside on a flat
surface into cursor movement on the screen. The principle may be
mechanical (a roller or ball whose rotation translates into cursor movement)
or optical (involving reference to a special gridded pad on which the mouse
must be used). A mouse may have one, two, or three buttons. A simple
press and release (called a “click”) normally selects an item; a click and
hold operation is used for dragging an object around the screen or
sometimes for moving down to the next level of a menu structure. For a
mouse with fewer buttons, double clicks or clicks combined with
keystrokes are often used to extend the range of operations that can be
performed.

A mouse may either be connected to the rest of the computer through
a serial port (serial mouse) or else have its own interface card and
connector, which hooks directly onto the system bus (bus mouse). It often
requires a device driver that must be loaded at system start-up.

Lesson 4. Touch screen
1. Read and translate the text.

The touch screen is, in a sense, the ultimate in simplicity for the
computer user: touch the screen with your finger and something happens.
As with the bit pad, different regions of the screen are assigned to different
actions and are visually indicated by shape, colour, and text. The visitor
information systems at Epcot (Experimental Prototype Community of
Tomorrow) theme park at Walt Disney World Resort use touch screens.

The principle of the touch screen is electrical; the screen is fabricated
with conductive and insulating layers in such a way that when a human
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finger presses on the screen (which is slightly deformable), an electrical
connection is made. Making the screen sensitive to pressure rather than
simply to touch improves its robustness under dirty conditions whether
industrial grime or chocolate sauce on children’s hands. One problem with
the touch screen is that the human finger is a rather imprecise pointing
device compared to a light pen or mouse. This limits the number of choices
that can be displayed on a normal-sized computer screen at one time and
forces the programmer to deal with questions concerning what happens if
someone presses partly inside and partly outside a region. These problems
have limited touch screen applications in industry.

1l . Answer these questions.

1. What is a touch screen? 2. What is the principle of a touch screen?
3. Why is the screen made sensitive to pressure and not to touch? 4. What is
the problem with the screen touch? 5. Why are touch screen applications
limited?

11I. Speak on the principle of the touch screen.
Lesson 5. Scanner

1L Before reading the text discuss how many ways there are of
capturing an image on a computer.

Il. Read the text and see how many things from your list are
mentioned.

111. Read the text again and answer these questions.

1. Which device is used to input text and graphic images from a
printed page?

2. How does a scanner send information to the computer?

3. Why is text scanning difficult?

4. In addition to flatbed (or desktop) scanners there are also handheld
scanners, drum scanners, film (“slide” or negative) scanners and camera
scanners. Do you know what they are used for?

A more recent and more widely applicable method of entering
graphical information into computers is the optical scanner. A scanner takes
a black and white paper original and represents it as a set of ones and zeros
that correspond to little black and white squares. This kind of image is
often called bit-mapped, since the information in the drawing has been
“mapped” into a sequence of black and white squares or binary bits. A
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scanner “sees” images and converts the printed text or pictures into
electronic codes that can be understood by the computer. With a flatbed
colour scanner, the paper with the images is placed face down on a glass
screen, as with a photocopier. Beneath the glass are the lighting and
measurement devices. Once the scanner is activated, it reads the image as a
series of dots and then generates the digitized image that is sent to the
computer and stored as a file.

The scanner operates by using three rotating lamps, each of which
has a different coloured filter: red, green and blue. The resulting three
separate images are combined into one by appropriate software.

A difficulty with scanning technology is that the resulting image
takes up a great deal of disk space if high resolution is desired. Text
scanning is even more difficult, since the computer not only has to read in
the image but must also decide whether the shape it is seeing is an A, a B,
or whatever. Different types of fonts or poor quality printing sharply reduce
the performance of text scanners, but the technology is developing.

1V. Complete the following sentences.

1. The technology used in scanners is similar to that used ina
2. The scanned image is sent to the , where you can manipulate it. 3.
To scan the text, you need special . 4. Flatbed scanners can scan

V. What other ways of capturing an image on a computer do you
know?
VI. What does a digital camera do?

VII. What does the term “camcoder” stand for? What does a
camcoder do?

VIII. What do you know about web cameras (webcams)?
Lesson 6. Output devices

1. Before reading the text try to answer these questions.
1. What types of displays do you know?

2. How can you change the picture using the controls?
3. Can you watch TV on your PC monitor?
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11. Complete these definitions with words from the box. Then read the
text and check your answers.
Resolution pixel aspect ratio colour depth video adapter
plasma screen

1. — the smallest unit on a display screen or bitmapped image
(usually a coloured dot)

2. — an expansion card that generates the video signal sent to
a computer display

3. — the width of the screen in proportion to its height

4, — also called gas discharge display

5. — the number of pixels contained in a display,
horizontally and vertically

6. — the number of bits used to hold a colour pixel; this

determines the maximum number of colours that can be displayed
111. Read the text again and answer these questions.

1. What do CRT and LCD stand for? 2. How is the screen size
measured? 3. What technology is used in active-matrix LCDs? 4. What unit
of frequency is used to measure the brightness of a display? 5. What
substance produces light and colour when hit by electrons in a CRT
monitor?

Displays, often called monitors or screens, are the most-used output
device on a computer. They provide instant feedback by showing text and
graphic images.

The monitor or screen is the computer’s usual means of
communicating with the user. The term “monitor” probably comes from the
fact that the user monitors, or keeps track of, what the computer is doing by
watching the display on the screen. Screens vary in size, resolution, colour
and graphics capabilities, and the technology used to produce the screen
image.

Resolution refers to the number of dots of colour, known as pixels
(picture elements), contained in a display. It is expressed by identifying the
number of pixels on the horizontal and vertical axes.

The size of display is described by the aspect ration and the screen
size. Historically, computer displays, like most televisions, have had an
aspect ratio of 4:3 — the width of the screen to the height is four to three.
For widescreen LCDs, the aspect ratio is 16:9.
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Inside the computer there is a video adapter, or graphics card, which
processes images and sends signals to the monitor. CTR monitors use VGA
(video graphics adapter) cable, which converts digital signals into analogue
signals. LCDs use a DVI (digital video interface) connection.

Colour depth refers to the number of colours a monitor can display.
This depends on the number of bits used to describe the colour of a single
pixel.

Most desktop displays use Cathode Ray Tube (CRT) or Liquid
Crystal Display (LCD) technology, while portable computing devices
incorporate LCDs.

The CRT is the oldest and most commonly used display technology
in the computer world. The principle of operation is similar to a television
set in that a tube similar to a picture tube projects dots of coloured light
onto different parts of the screen to form letters and other images.
However, the process by which information is transferred from computer
memory to a screen image is different from the reconstruction of a
television picture from a broadcast signal, as will be explained shortly.

Monochrome (one colour) monitors display either one colour (most
commonly yellow, green, or white) on a black background, or else black on
a white background. The colour is determined by the chemical makeup of
the phosphor, a substance that coats the inner surface of the CRT and
generates the display by glowing when excited by light.

Colour monitors have three phosphor dots for each point (or pixel,
for a picture cell) on the screen that can be activated by the scanning beam.
Each of these dots will glow red, blue, or green when excited by light.
Since these are the three light primaries, other colours can be produced by
exciting more than one of the dots for a given pixel. More shades of colour
can be generated if the intensity of the dots can be varied.

As in a television set, the phosphor dots are activated by a light beam
that scans the screen in horizontal lines, moving from top to bottom. Scan
time or refresh rate is a measure of how long the beam takes to make a
complete pass over the screen. Scan time is important because the excited
phosphor dots stay bright for only a limited time (this time is called the
“persistence” of the phosphor). Display quality therefore involves matching
the scan time with the characteristics of the phosphor. If the scan is too
slow for the phosphor, the display will flicker because some phosphor dots
will have a chance to grow visibly dim before the beam comes back to
recharge them. A high-persistence phosphor, however, will leave a “ghost”
image on the screen for a noticeable time after the light stimulus is
removed. The faster scanning needed with a low-persistence phosphor is
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more expensive because the electronics and control circuitry for the beam
must have a faster response time.

When a computer must be small or portable, CRT technology
becomes difficult to implement. The tube cannot be compressed front to
back beyond a certain point without compromising image quality (as the
scanning beam must move through a wider angle, the dots near the edge
become elliptical instead of circular). Moreover, CRTs are highly subject to
impact damage or breakage. Therefore, many portable computers use LCD
technology instead.

LCDs are widely used in calculators, digital watches, and
instruments as well as in computers. The screen consists of a sheet of
crystalline material sandwiched between two sheets of glass. The crystals
can assume two shapes: one when excited by an energy input, the other
when unexcited. In their unexcited state, the crystals reflect most of the
incident light and appear pale grey; when excited, they absorb light and
appear black.

One advantage of LCDs is that the amount of energy required to
make the crystals change shape is much less than that needed to turn on a
dot on a CRT phosphor display. The lesser energy input, however, plus the
fact that the LCD is merely reflecting or absorbing the ambient light rather
than itself emitting light, means that LCDs can suffer from poor contrast,
especially in marginal lighting conditions or when viewed at an angle.
More recent designs use improved crystals or backlighting to obtain more
contrast.

Active-matrix LCDs use TFT (thin film transistor) technology, in
which each pixel has its own switch. The amount of light the LCD monitor
produces is called brightness or luminance, measured in cd/ m? (candela per
square meter).

UNIT 5. BASIC SOFTWARE
Lesson 1. What is an operating system (OS)?
1 Before reading the text discuss these questions.
1. How many operating systems can you think of? Make a list.

2. What is the function of an operating system?

II. Read the text. Prepare a list of 8-10 questions to ask about the
text. Get ready to interview the students in your group.
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Not all computers have operating systems. The computer that
controls the microwave oven in your kitchen, for example, doesn’t need an
operating system. It has one set of tasks to perform, very straightforward
input to expect (a numbered keypad and a few pre-set buttons) and simple,
never-changing hardware to control. For a computer like this, an operating
system would be unnecessary baggage, driving up the development and
manufacturing costs significantly and adding complexity where none is
required. Instead, the computer in a microwave oven simply runs a single
hard-wired program all the time.

All desktop computers have operating systems. The most common
are the Windows family of operating systems developed by Microsoft, the
Macintosh operating systems developed by Apple and the UNIX family of
operating systems (which have been developed by a whole history of
individuals, corporations and collaborators). There are hundreds of other
operating systems available for special-purpose applications, including
specializations for mainframes, robotics, manufacturing, real-time control
systems and so on.

In any device that has an operating system, there’s usually a way to
make changes to how the device works. This is far from a happy accident;
one of the reasons operating systems are made out of portable code rather
than permanent physical circuits is so that they can be changed or modified
without having to scrap the whole device.

For a desktop computer user, this means you can add a new security
update, system patch, new application or even an entirely new operating
system rather than junk your computer and start again with a new one when
you need to make a change. As long as you understand how an operating
system works and how to get at it, in many cases you can change some of
the ways it behaves. The same thing goes for your phone, too.

111. Give examples of the following words or phrases in the sentences
of your own:

desktop computer, operating systems, set of tasks, any device,
special-purpose applications.

1V. Provide the main idea of the text in 3-5 sentences.

Lesson 2. A computer operating system

1 Before reading the following text, look at the words below. How
many of them do you know? How many of them could you guess?
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card slot — THE31O JUIA TUIATHI

distributed — pacnpeieIeHHbIE

interact — B3aUMOJICHCTBOBATH

backbone — (30.) MmarucTpaib ceTu

managing — KOOPAMHUPYIOIIAs

allocation of memory — pacnpeaeiieHue maMsTu

commonly — 4acTo, B OOJBITUHCTBE CIyYacB

liaison — CBSI3b B3aUMOIENCTBHUSA

efficiently — parmoHaIbHO

tools — uHCTpyMEHTapUit

interpreter — npeoOpazoBaTeb JaHHBIX

linker — KOMITOHOBIIIVIK, PETAKTOP CBSI3H

debugger — nporpaMma OTJIATKH

to merge — OOBEIUHSITH

bundle — cBsizka

to accomplish — BBITIOTHATE

application suite — TpUKIaTHON MPOrPaMMHBIA KOMIUIEKC (HAmp.,
Microsoft Office)

spreadsheet — kpymHOQOpMaTHas (JIEKTPOHHAS) TaOIHIIA

template — mabIOH

simulation — VUMUTaIMOHHOE MOJICTTUPOBAHUE

1I. Read and translate the text.

A collection of computer programs, procedures and documentation
that perform specific tasks on a computer system as desired by the user is
known as Computer Software. Examples include application software such
as word processors, which perform productive tasks for users, and system
software.

They interact with the hardware to provide the necessary services for
application software and middle ware that controls and coordinates
distributed systems. Software also includes websites, programs, video
games, etc that are coded by programming languages like C, HTML, Java,
PHP, etc. An operating system is a program designed to run other programs
on a computer. A computer operating system is its most important
software. It is considered the backbone of a computer, managing both
software and hardware resources. Operating systems are responsible for
everything from the control and allocation of memory to recognizing input
from external devices and transmitting output to computer displays. They
also manage files on computer hard drives and control peripherals, like
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printers and scanners. Commonly used operating systems for IBM
compatible personal computers include Microsoft Windows, Linux, and
UNIX variations. For Macintosh computers, Mac OS X, Linux, BSD, and
some Windows variants are commonly used. Device driver software is
small files that act like liaisons between hardware in a computer system and
the operating system (OS). Hardware requires device drivers so that the OS
can see the devices and handle them effectively and efficiently. Common
components that require drivers include keyboards, mice, controllers,
graphics cards, audio hardware, wireless cards, ports, card readers, card
slots and CD/DVD drives. Multiple applications bundled together as a
package are sometimes referred to as an application suite. Microsoft Office,
Open Office org, and work 08, which bundle together a word processor, a
spreadsheet, and several other discrete applications, are typical examples.
User written software tailors systems to meet the users’ specific needs.
User written software includes spreadsheet templates, word processor
macros, scientific simulations, and graphics and animation scripts. Even
email filters are a kind of user software. Users create this software
themselves.

111. Give the Russian equivalents for the following expressions.

Business software, computer hard drives, productive tasks,
distributed systems, device driver software, an advanced graphical user
interface, scientific simulations, email filters, animation scripts, a software
bundle, common components, middle ware.

1IV. Pick out from the text all the word combinations with the
following words (terms) and give their Russian equivalents:
Programming; computer; software; user; system; device; task.

V. Match the following English expressions (A-L) and their Russian
equivalents (1-12):

A input peripherals 1. anmapaTHOE MOJIEITHPOBAHHE

B hardware compatible 2. 3¢()eKTHBHO HMCII0JIb30BaTh
pecypchl

C to use resources effectively 3. MaKkpoonepauus,
oTpe/ieNIeHHAs TI0JIh30BaTeNIeM

D software tools 4. nepudepuiiHpie yCTpOHWCTBa
BBOJIA

E graphics editor 5. (cTaHmapTHEII) OI0K
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UCTIBITATENbHON TPOTPaMMBI

F debugging compiler 6. nepudepuiiHpie YCTpOWCTBa
BBIBOJIA

G educational software 7. IporpaMMa pegakTHPOBaHHS
rpadpuueckoit HHGOpMaN

H antivirus package 8. OTJIaIOYHBIN KOMITHIISITOP

I test program template 9. ammapaTHO-COBMECTHUMBII

J output peripherals 10. mporpaMMHBI€ CpeICTBA

K user-defined macros 11. oGyyaroiee mporpaMMHOe
obecrieueHue

L hardware simulation 12. aHTUBUPYCHBIN MAKET
nporpamMm

VI. Sum up the contents of the text by answering the following
questions.

1. What is OS? 2. What is it responsible for? 3. What operating
system do you know? 4. What acts like liaisons between hardware in a
computer system and the operating system? 5. What is the function of
device driver software? 6. What for does hardware require device drivers?
7. What OS are used for personal computers? 8. What tools are provided by
programming software? 9. What do typical applications include? 10. What
is an application suite? 11. What does user written software include?

VII. Read the text and do the assignments after it.

What is Linux and why is it so popular?

Linux is an operating system (very much like UNIX) that has
become very popular over the last several years.

Linux is as much a phenomenon as it is an operating system. To
understand why Linux has become so popular, it is helpful to know a little
bit about its history. The first version of UNIX was originally developed
several decades ago and was used primarily as a research operating system
in universities. High-powered desktop workstations from companies like
Sun proliferated in the 1980s, and they were all based on UNIX. A number
of companies entered the workstation field to compete against Sun: HP,
IBM, Silicon Graphics, Apollo, etc. Unfortunately, each one had its own
version of UNIX and this made the sale of software difficult. Windows NT
was Microsoft’s answer to this marketplace. NT provides the same sort of
features as UNIX operating systems — security, support for multiple
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CPUs, large-scale memory and disk management, etc. — but it does it in a
way that is compatible with most Windows applications.

The entry of Microsoft into the high-end workstation arena created a
strange dynamic. The proprietary operating systems owned by separate
companies and the lack of a central authority in the UNIX world weaken
UNIX, but many people have personal problems with Microsoft. Linux
stepped into this odd landscape and captured a lot of attention.

The Linux kernel, created by Linus Torvalds, was made available to
the world for free. Torvalds then invited others to add to the kernel
provided that they keep their contributions free. Thousands of programmers
began working to enhance Linux, and the operating system grew rapidly.
Because it is free and runs on PC platforms, it gained a sizeable audience
among hard-core developers very quickly.

In general, Linux is harder to manage than something like Windows,
but offers more flexibility and configuration options.

Notes
Workstation — ceTeBOil KOMITBIOTEP, UCTIOIL3YIONINI PeCypChl cepBepas fo
proliferate — pacripocTpansiTh;, high-end — MOIIHBINA, TPO(PECCHOHATBHBIN,

BLICOKOKa‘IeCTBCHHLIfI; BBICOKOI'O KJjIacCa; C€ MIHUPOKUMH (I)YHKIII/IOHEU'H)HI)IMI/I
BO3MOXXHOCTAMM.

1. Say what you have learnt from the text about Linux as an
operating system.

2. Translate the 2-nd paragraph in writing.

3. Select the topical sentences in each paragraph of the text.

4. Summarise the text.

VIII. Read and translate the text. Do the assignments following it.

How Windows Vista works

The first version of Microsoft Windows hit the market in 1983. But
unlike today’s versions of Windows, Windows 1.0 was not an operating
system. It was a graphical user interface that worked with an existing OS
called MS-DOS. Version 1.0 didn’t look much like newer versions, either
— not even Windows 3.0, which many people think of as the first real
version of Windows. Its graphics were simpler and used fewer colours than
today’s user interfaces, and its windows could not overlap.

Windows has changed considerably since then. In the last 20 years,
Microsoft has released numerous full-fledged versions of the operating
system. Sometimes, newer versions are significantly different from older
ones, such as the change from Windows 3.1 to Windows 95. Other new

66


http://computer.howstuffworks.com/pc.htm

releases have seemed more like enhancements or refinements of the older
ones, such as the multiple consumer versions of the OS released from 1995
to 2001.

Microsoft’s newest version of its operating system is Windows Vista.
For many users, upgrading to Vista won’t seem as dramatic as the upgrade
from 3.1 to Windows 95. But Windows Vista has a number of new
features, both in the parts that you can see and the parts that you can’t.

At its core, Windows Vista is still an operating system. It has two
primary behind-the-scenes jobs:

e Managing hardware and software resources, including the
processor, memory, storage and additional devices.

e Allowing programs to work with the computer’s hardware.

If all goes well, this work is usually invisible to the user, but it’s
essential to the computer’s operation.

Notes

full-fledged — oxOHYATENTHLHO TOTOBBIM, TIOTHOCTBHIO OTPaOOTAHHEII
(Hamp., o pa3pabOTaHHOW CHCTEME MPOrpaMMHOIO OOECIeUeHHs);
enhancement — MOJEPHU3AIMS;, COBEPIICHCTBOBAHUE, pacIIUpEeHHE
(Hamp., BO3MOXKHOCTEH TPOTPAMMHBIX CpPEACTB); behind-the-scenes —
HETJIaCHBIN

Say what you have learnt from the text about Windows Vista.
Ask your group-mates 10 questions on the text.

Select the topical sentences in each paragraph of the text.
Retell the text.

o

IX. Read and translate the text.
GUI operating systems

The term “user interface” refers to the standard procedures that the
user follows in order to interact with a computer. In the late 1970s and early
80s, the way users accessed computer systems was very complex. They had
to memorize and type a lot of commands just to see the contents of a disk,
to copy files or to respond to a single prompt. In fact, it was only experts
who used computers, so there was no need for a user-friendly interface.

When computers were first introduced in the 1940s and 50s, every
program written had to provide instructions that told the computer how to
use devices such as the printer, how to store information on a disk, as well
as how to perform several other tasks not necessarily related to the
program. The additional program instructions for working with hardware
devices were very complex, and time-consuming. Programmers soon
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realized it would be smarter to develop one program that could control the
computer’s hardware, which other programs could have used when they
needed it. With that, the first operating system was born.

Today, operating systems control and manage the use of hardware
devices such as the printer or mouse. They also provide disk management
by letting you store information in files. The operating system also lets you
run programs such as the basic word processor. Lastly, the operating
system provides several of its own commands that help you to use the
computer.

DOS is the most commonly used PC operating system. DOS is an
abbreviation for disk operating system. DOS was developed by a company
named Microsoft. MS-DOS is an abbreviation for “Microsoft DOS”. When
IBM first released the IBM PC in 1981, IBM licensed DOS from Microsoft
for use on the PC and called it PC-DOS. From the users’ perspective, PC-
DOS and MS-DOS are the same, each providing the same capabilities and
commands.

The version of DOS release in 1981 was 1.0. Over the past decade,
DOS has undergone several changes. Each time the DOS developers
release a new version, they increase the version number.

Windows NT (new technology) is an operating system developed by
Microsoft. NT is an enhanced version of the popular Microsoft Windows
3.0, 3.1 programs. NT requires a 386 processor or greater and 8 Mb of
RAM. For the best NT performance, you have to use a 486 processor with
about 16 Mb or higher. Unlike the Windows, which runs on top of DOS,
Windows NT is an operating system itself. However, NT is DOS
compatible. The advantage of using NT over Windows is that NT makes
better use of the PC’s memory management capabilities.

0S/2 is a PC operating system created by IBM. Like NT, OS/2 is
DOS compatible and provides a graphical user interface that lets you run
programs with a click of a mouse. Also like NT, OS/2 performs best when
you are using a powerful system. Many IBM-based PCs are shipped with
0OS/2 preinstalled.

In 1984, Apple produced the Macintosh, the first computer with a
mouse and a graphical user interface (GUI). Macs were designed with one
clear aim: to facilitate interaction with the computer. A few years later,
Microsoft launched Windows, another operating system based on graphics
and intuitive tools. Nowadays, computers are used by all kinds of people,
and as a result there is a growing emphasis on accessibility and user-
friendly systems.
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A GUI makes use of a WIMP environment: windows, icons, menus
and pointer. The background of the screen is called the desktop, which
contains labeled pictures and icons. These icons represent files or folders.
Double-clicking a folder opens a window which contains programs,
documents, or more nested folders. When in folder, a user can launch a
program or document by double-clicking the icon, or drag it to another
location. When running a program PC opens a window that lets one work
with different tools. All the programs have a high level of consistency, with
similar toolbars, menu bars, buttons and dialogue boxes. A modern OS also
provides access to networks and allows multitasking, which means running
several programs — and do various tasks — at the same time.

The most popular operating systems are:

*The Windows family — designed by Microsoft and used on most
PCs. The most recent version is Windows Vista.

*Mac OS — created by Apple and used on Macintosh computers.

*Unix — a multi-user system, found on mainframes and workstations
in corporate installations.

*Linux — open-source software developed under the GNU General
public License. This means anybody can copy its source code, change it
and distribute. It is used in computers, appliances and small devices.

*Windows Mobile — used on most PDAs and smartphones (PDAs
incorporating mobile phones).

*Palm OS — used on Palm handed devices.

*RIM — used on BlackBerry communication devices. Developed by
Research In Motion.

*The Symbian OS — used by some phone makers, including Nokia
and Siemens.

These computer platforms differ in areas such as device installation,
network connectivity or compatibility with application software.

X. Translate these terms into Russian. Use the dictionary or the
Internet to help you.

User interface, procedure, tools, desktop, nested folders, launch a
program, source code.

XI. Read the text again and decide which adjectives in the list
describe a GUI best.

User-friendly; slow; accessible; text-based; intuitive; complex;
graphics-based.
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XII. Answer the questions.

1. What kind of OS was used in the early 80s: text-based or graphics-
based? 2. What was the contribution of Macintosh computers to the
development of graphic environments? 3. What does acronym WIMP stand
for? 4. How do you run a program on a computer with a graphical
interface? 5. What is multitasking? 6. Which multi-user OS is used on
large, powerful computers? 7. What is the benefit of using open-source
software, for example Linux? 8. Which Macintosh platform is used for
pocket PCs, mobiles and portable media centers? 9. What does user-
friendly mean? 10. Do you think most OS are user-friendly? Give your
reasons.

Lesson 3. Software

1. Read and memorize the following words and word combinations:

to distinguish — OTIIUYaTh, pa3IN4aTh, BEICIATH, TPOBOIUTH
paziruane

to encompass — OXBaThIBaTh, BKIIOYATh, 3aKII0YATh (B ceOe)

to signify — BBIpaXaTh, MOKA3bIBATh, 03HAYATh, OBITH MPU3HAKOM

to insulate — oTHENATH, 000COOIATH

to precede — TpeIECTBOBATh, IPEABAPSITDH

to blur — nenate HESCHBIM, 3aTYMaHUBATh

to accomplish — coBepIIaTh, BHIOIHATE, HCIIOTHATH

arbitrary — yCIOBHBIH, CITy9aliHbBIHN, IIPON3BOILHBIA

accessory — OTIOTHUTEbHBIN, BCTIOMOTaTeIbHBIH,
COIYyTCTBYIOIIUM

feature — nipu3HaK, yepTa, CBOHCTBO, OCOOCHHOCT,
XapaKTePUCTHKA

debugger — miporpamMMa OTJIQAKH

ordered sequence of instructions — ynopsigoucHHas
MOCIIEI0OBATEIIEHOCT MHCTPYKITHIA

1. Read and translate the text.

Computer software or just software is a general term used to describe
a collection of computer programs, procedures and documentation that
perform some tasks on a computer system. Software includes websites,
programs, video games etc. that are coded by programming languages like
C, C++, etc. “Software” 1s sometimes used in a broader context to mean
anything which is not hardware but which is used with hardware, such as
film, tapes and records.
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Computer software is so called to distinguish it from computer
hardware, which encompasses the physical interconnections and devices
required to store and execute (or run) the software. At the lowest level,
software consists of a machine language specific to an individual processor.
A machine language consists of groups of binary values signifying
processor instructions which change the state of the computer from its
preceding state. Software is an ordered sequence of instructions for
changing the state of the computer hardware in a particular sequence. It is
usually written in high-level programming languages that are easier and
more efficient for humans to use (closer to natural language) than machine
language. High-level languages are compiled or interpreted into machine
language object code.

Practical computer systems divide software systems into three major
classes: system software, programming software and application software,
although the distinction is arbitrary, and often blurred.

System software helps run the computer hardware and computer
system. It includes: device drivers, diagnostic tools, operating systems,
servers, utilities, windowing systems. The purpose of systems software is to
insulate the applications programmer as much as possible from the details
of the particular computer complex being used, especially memory and
other hardware features, and such accessory devices as communications,
printers, readers, displays, keyboards, etc.

Programming software usually provides tools to assist a programmer
in writing computer programs, and software using different programming
languages in a more convenient way. The tools include: compilers,
debuggers, interpreters, linkers, text editors.

Application software allows end users to accomplish one or more
specific (non-computer related) tasks. Typical applications include:
industrial automation, business software, computer games, databases,
educational software, medical software and etc. Businesses are probably the
biggest users of application software, but almost every field of human
activity now uses some form of application software.

Notes

System software — CUCTEMHOE TIporpaMMHOE oOecrieueHue (B OTINYHE OT
NPUKIIAIHOTO); programming software mporpaMMHOe oOecrieueHne I
MIpOrpaMMHUPOBAHHUS, application software — IpUKIAAHAS TIPOrpaMMa; MPUKIIATHOE
MporpaMMHOE OOecIiedeHre; MporpaMMa CIEeIHaIbLHOTO TPUMEHEHUs;, utility —
yTunuTa (CepBUCHAs Iporpamma, oOCITyXHBarolas mporpamma, oOneryarorias
pa60Ty C KOMIIBIOTEPOM HJIA IMOJIb30BAHUE KaKUMH-TH00 Apyrumu HpOFpaMMaMI/I)

11 Give the Russian equivalents.
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To be used in a broader context; to distinguish from; to encompass
the physical interconnections; to store and execute (or run); software
preceding state; as much as possible; to insulate from; hardware features;
accessory devices; to assist a programmer; groups of binary values; ordered
sequence of instructions; high-level programming languages; closer to
natural language; system software; programming software; application
software; device drivers; diagnostic tools.

1V. Give the English equivalent.

IIporpamMuoe obecriedeHne s MPOrPaMMHUPOBAHIS; MPHUKIIAIHASL
nporpaMMa; BCIIOMOTaTeNIbHBIE YCTPOWCTBA; AeIaTh HESICHBIM, CHCTEMHOE
nporpaMMHOe  OOecredeHue;,  YHOpSIOYCHHAs  MOC/IEA0BATEeIbHOCTh
WHCTPYKIUI; TIPOM3BOJIBHBIN, OTIMYATh OT, XapaKTEPHUCTHKA; IporpamMma
OTJaaK{; TPEIIIECTBYIOMINN; KOMIMIATOP;, TEKCTOBBIA  PEXAKTOD;
BBITIOTHSITh HEKOTOPBIE 33/1a4H; 3aKIF0YaTh (B ceOe).

V. Fill in the blanks with the appropriate form from the box.

To divide, to be used, to be written, to be coded, to encompass, to

provide

1. It to describe a collection of computer programs. 2. These
applications .ndustrial automation, business software, educational
software, medical software and etc. 3. Computer systems software

systems into three major classes. 4. Programming software usually
___ tools to assist a programmer in writing computer programs. 5.
Programs, video games by programming languages. 6. Software
usually _ in high-level programming languages.

VI. Answer the following questions.

1. What is computer software? 2. What does software encompass? 3.
What does hardware include? 4. What are high level languages oriented to?
5. What major classes are software systems divided into? Characterize them
shortly.

VII. Give a brief summary of the above text.

Lesson 4. Software engineering
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1. Pronounce the following words and word-combinations, try to
memorize them. You’ll come across these words while reading the text.

debugging — HaxoXXeHUE U yCTpaHeHHe Ae(PeKToB

maintaining — NOAACPKUBAHUE

to exhibit — moKa3bIBaTh

desired — TpeOyeMbIit

customization — HacTpoHKa

application domain — o0IacTh IPUMECHECHHUS

numeric value — 4ncIoBOe 3HAUCHNE

preference — TpeANIOUTEHUE

consideration — o0OCyx)cHHE

availability — nannane

trade-offs — xomMmpoMuce

property — CBOUCTBO, KAYECTBO

relevant — cOOTBETCTBYIOIINN

efficiency — 3P HEKTUBHOCTD, KIIJ

reliability — HanEeXHOCTH

consumption — noTpeOIeHue

to imply — o3HayYaThH

error propagation — paclupocTpaHeHHe OIINOKH

prevention — NpeIOTBpAILCHHE

overflow — TiepenoTHeHNe

underflow — wuCcYe3HOBEHHWE (3HAUYANIMX) pa3psaaoB, IMOTEpS
3HaYMMOCTH; OIyCTOIIeHHe (Hamp., Oydepa JaHHBIX IpH 0OMEHE)

zero division — IeJIeHre Ha HOJIb

robustness — 3amac MpOYHOCTH

portability — MOOUIEHOCTh

to anticipate — NpeayNPEXIATh

incompatibilities — HECOBMECTUMOCTh

readability — yno604uTaeMoCTh

variable — nepemeHHas

1I. Read and translate the text.

Computer programming is the process of writing, testing,
debugging/troubleshooting, and maintaining the source code of computer
programs. This source code is written in a programming language. The
code may be a modification of an existing source or something completely
new, the purpose being to create a program that exhibits a certain desired
behavior (customization). The process of writing source codes requires
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expertise in many different subjects, including knowledge of the
application domain, specialized algorithms, and formal logic.

Within software engineering, programming is regarded as one phase
in a software development process.

In some specialist applications or extreme situations a program may
be written or modified (known as patching) by directly storing the numeric
values of the machine code instructions to be executed into memory.

There is an ongoing debate on the extent to which the writing of
programs is an art, a craft or an engineering discipline. Good programming
is generally considered to be the measured application of all three, with the
goal of producing an efficient and maintainable software solution (the
criteria for “efficient” and “maintainable” vary considerably). The
discipline differs from many other technical professions in that
programmers generally do not need to be licensed or pass any standardized
(or governmentally regulated) certification tests in order to call themselves
“programmers” or even “software engineers”.

Another ongoing debate is the extent to which the programming
language used in writing programs affects the form that the final program
takes.

Different programming languages support different styles of
programming (called programming paradigms). The choice of language
used is subject to many considerations, such as company policy, suitability
to task or individual preference. Ideally, the programming language best
suited for the task at hand will be selected. Trade-offs from this ideal
involve finding enough programmers who know the language to build a
team, the availability of compilers for that language, and the efficiency with
which programs written in a given language execute.

Allen Downey, in his book How To Think Like A Computer Scientist
wrote:

“The details look different in different languages, but a few basic
instructions appear in just about every language. Input: Get data from the
keyboard, a file, or some other device. Output: Display data on the screen
or send data to a file or other device. Math: Perform basic mathematical
operations like addition and multiplication. Conditional execution: Check
for certain conditions and execute the appropriate sequence of statements.
Repetition: Perform some action repeatedly, usually with some variation.”

Although quality programming can be achieved in a number of ways,
following five properties are among the most relevant:
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Efficiency/ performance: it is referred to the system resource
consumption (computer processor, memory, slow devices, networks and to
some extent even user interaction) which must be the lowest possible.

Reliability: the results of the program must be correct, which not
only implies a correct code implementation but also reduction of error
propagation (e.g. resulting from data conversion) and prevention of typical
errors (overflow, underflow or zero division).

Robustness: a program must anticipate situations of data type
conflict and all other incompatibilities which result in run time errors and
break the program. The focus of this aspect is the interaction with the user
and the handling of error messages.

Portability: it should work as it is in any software and hardware
environment, or at least without relevant reprogramming.

Readability: the purpose of the main program and of each subroutine
must be clearly defined with appropriate comments and self explanatory
choice of symbolic names (constants, variables, function names, classes,
and methods).

Notes

efficiency/ performance — 3(QQMEKTHBHOCTD, MPAKTUYHOCTH TMPOTPAMMBI;
robustness — BBIHOCIIUBOCTD (K HCXKCJIATCIIbHBIM, HO BO3MOXHBIM BO3HCﬁCTBHHM);
pobacTHOCTE; portability — B3aMM03aMEHAEMOCTh, MOOMIIEHOCTh, IIEPECHOCUMOCTE;
buffer overflows/underflows — nepenonaerne npuémHoro O6ydepa/ oTpuIaTeTEHOE
nepernonHenne oydepa

1I1. Sort out all international words from the text and translate them.

1V. Turn the verbs into nouns using the suffix —tion and translate into
Russian:

To operate — operation, to execute, to implement, to prevent, to
propagate, to consume, to instruct, to add, to multiply, to vary, to apply, to
reduce, to modify, customize.

V. Turn the verbs into gerunds using -ing and translate them into
Russian:

to write — writing, to program, to code, to test, to produce, to handle,
to reprogram.

VI. Translate Allen Downey’s statement from his book in writing.

VII. Answer the following questions.
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1. What is computer programming? 2. What is written in a
programming language? 3. What field of knowledge does the process of
writing source codes require expertise in? 4. What debates are mentioned in
the text? 5. What does the choice of programming language depend on? 6.
How many fundamental properties must the program finally satisfy? 7. Can
you add your own quality requirements?

VIII. Match phrases (1-5) to (A-E) to make up sentences.

1. The process of writing source | A the goal of producing an

codes requires... efficient and  maintainable
software solution.

2. A program may be written... B different styles of
programming.

3. Good programming has... C in a number of ways

4. Different  programming | D expertise in many

languages support... different subjects.

5. Quality programming can be | £ by directly storing the

achieved... numeric values of the machine
code instructions.

IX. Choose the proper word for the sentences given below.

| Suitability relevant reduction craft considerations |
1. The choice of fundamental directions was the subject to many .
2. Many decisions will depend on our company policy and __ to many
requirements. 3. Good programming is considered to be the measured
application of an art ___ and an engineering discipline. 4. The purpose of
this program is ___ of typical errors.5. Chosen qualities requirements will
be the most ___in that situation.

UNIT 6. PROGRAMMING
Lesson 1. From the history of programming

I. Read and translate the text.
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The concept of devices that operate following a pre-defined set of
instructions traces back to Greek Mythology, notably Hephaestus and his
mechanical servants. The Antikythera mechanism was a calculator utilizing
gears of various sizes and configuration to determine its operation. The
earliest known programmable machines (machines whose behavior can be
controlled and predicted with a set of instructions) were Al-Jazari’s
programmable Automata in 1206. One of Al-Jazari’s robots was originally
a boat with four automatic musicians that floated on a lake to entertain
guests at royal drinking parties. Programming this mechanism’s behavior
meant placing pegs and cams into a wooden drum at specific locations.
These would then bump into little levers that operate a percussion
instrument. The output of this device was a small drummer playing various
rhythms and drum patterns. Another sophisticated programmable machine
by Al-Jazari was the castle clock, notable for its concept of variables which
the operator could manipulate as necessary (i.e. the length of day and
night).

The Jacquard Loom, which Joseph Marie Jacquard developed in
1801, uses a series of pasteboard cards with holes punched in them. The
hole pattern represented the pattern that the loom had to follow in weaving
cloth. The loom could produce entirely different weaves using different sets
of cards. Charles Babbage adopted the use of punched cards around 1830 to
control his Analytical Engine. The synthesis of numerical calculation,
predetermined operation and output, along with a way to organize and input
instructions in a manner relatively easy for humans to conceive and
produce, led to the modern development of computer programming.

Development of computer programming accelerated through the
Industrial Revolution. The punch card innovation was later refined by
Herman Hollerith who, in 1896 founded the Tabulating Machine Company
(which became IBM). He invented the Hollerith punched card, the card
reader, and the key punch machine. These inventions were the foundation
of the modern information processing industry. The addition of a plug-
board to his 1906 Type I Tabulator allowed it to do different jobs without
having to be physically rebuilt. By the late 1940s there were a variety of
plug-board programmable machines, called unit record equipment, to
perform data processing tasks (card reading). Early computer programmers
used plug-boards for the variety of complex calculations requested of the
newly invented machines.

Notes
Hephaestus — ©Oor orus;, Tebect; Antikythera — AHTHUKHTEPCKUiA
MEXaHW3M — MEXaHHYeCKOe YCTpPOHCTBO, oOHapyxeHHoe B 1900 romy Ha

3aTOHYBIIEM JAPEBHEM CYJIHE HEAAJICKO OT I'pCUCCKOIro OCTpOBa AHTI/IKI/ITepa. Al-
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Jazari — Anp-Jxazapu (1136—1202) — ncnamckuii MHXeHep, u3o0perarens, OH
M300pel KOJICHYaThIi BaJl, 110 €ro YepTexkaM CTPOWINCH ABYXTAKTHBIC KIIallaHHBIC
Hacockl, 1amMOBl M BOJONOABEMHBIE MalIMHBL. AJb-/[)Kazapu CKOHCTpYyHpOBal
BOJISIHBIE Yachl, OTOMBABIIME BpEeMsl KaXkIple Iojyaca, (POHTaHbI, My3bIKaJbHbIC
agromatel u T.1. Joseph Marie Jacquard — Xoszep Mapu Kakkap —
(paHIy3cKuil M300peTaTeNh TKAKOTO CTaHKa IS y30p4aThIX MaTepuil (MammHa
Kakkapna); Herman Hollerith — T'epman XO0JIIIEpUT — CO3AaTENb dJIEKTPUIECKON
Tabynupylomel CUCTeMBI, OCHOBaTedbh KoMnaHnuu Tabulating Machine Company;
Charles Babbage — Yapnp3 bBa00umx — aHrmumiickuii n3odperarens, pazpadoTai
MPOEKT MEPBOr0 aBTOMATHYECKOTO BBIYHCIIUTEISL.

11, Give a list of the main stages in the history of programming.

Ill. Render the text in English and in Russian. Provide additional
information if possible.

Lesson 2.Coding and programming

1. Read and memorize the following words and word combinations:

to convert into — TpeBpaIaTh

to maintain — NONIEPKUBATH, COXPAHATH

to exhibit — moOKa3bIBaTh, JEMOHCTPUPOBATD

to execute — OCYIIECTBIISTD, BHIIIONHATh, PEATH30BaTh

to omit — TPONyCKaTh, HE BKIIOYATh, IMpeHeOperats (UeM-I.),
yITyCKaTh (4TO-JI.)

to be referred to as — UMeHOBATh, Ha3bIBATHCS

expertise — KBalu(UKAIUS, KOMIIETEHTHOCTh, KOMIIETEHIHS,
MacTepcTBO, yMEHHE

reference — CCBUIKa, 30. ajipec, HOMep (STYCHKH)

1I. Read and translate the text.

Computer programming (often shortened to programming or coding)
is the process of writing, testing, debugging/troubleshooting, and
maintaining the source code of computer programs. This source code is
written in a programming language. The code may be a modification of an
existing source or something completely new. The purpose of programming
is to create a program that exhibits a certain desired behavior
(customization). The process of writing source code requires expertise in
many different subjects, including knowledge of the application domain,
specialized algorithms and formal logic.

Computer source code is often written by professional computer
programmers. Source code is written in a programming language and may
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be converted into an executable file (sometimes called an executable
program or a binary) by a compiler. Compiled computer programs are
commonly referred to as executables, binary images, or simply as binaries
— a reference to the binary file format used to store the executable code.
Compilers are used to translate source code from a programming language
into either object code or machine code. Object code needs further
processing to become machine code and machine code is the Central
Processing Unit’s native code, ready for execution. Alternatively, computer
programs may be executed by a CPU with the aid of an interpreter. The
main disadvantage of interpreters is computer programs run slower than if
compiled. Interpreting code is slower than running the compiled version
because the interpreter must decode each statement each time it is loaded
and then perform the desired action. On the other hand, software
development may be quicker using an interpreter because testing is
immediate when the compilation step is omitted. Another disadvantage of
interpreters is that the interpreter must be present on the computer at the
time the computer program is executed. By contrast, compiled computer
programs need not have the compiler present at the time of execution.

Interpreted computer programs are either decoded and then
immediately executed or are decoded into some efficient intermediate
representation for future execution. BASIC, Perl, and Python are examples
of immediately executed computer programs. Alternatively, Java computer
programs are compiled ahead of time and stored as a machine independent
code called byte code.

Notes

Troubleshooting — TOMCK HEUCIPABHOCTH, IUAarHOCTUKA, YCTpaHEHUE
HETONAJIOK; source code — UCXOIHBIA TEKCT (TIporpaMmel); application domain —
— o0JacTh MMPUMECHCHUSA BBEIYHCIIUTEIILHON TCXHUKH, Tpe6y}0maﬂ crieuaJIbHbIX
3HaHwi, HanpuMep ERP-cucteMsl, poO0TOTEXHHUKA, SKCIIEPTHBIE CUCTEMBI H T.].

Perl (Practical Extraction and Report Language) — s3BIK Ui
MMPaKTUYCCKOTO U3BJICYCHUA JaHHBIX U COCTABJICHUA OT‘léTOB, 361K Perl CBOGO,Z[HO
pacrnpocTpaHseMblii HHTEeprpeTupyeMbiii s3bpik. Co3man Jlappu Yommom (Larry
Wall) B 1986 1. OOBMHO WCHONB3yeTCS UL CO3JAHMSA JHUHAMHYECKH
TCHCPUPYCMBIX Web-CTpaHI/II_I. HCHOHLSyeTCH TaK¥XKeE CUCTEMHBIMH
aIMUHUCTpATOpaMu U Web-MaCTepaMI/I JUI pa6OTLI U HU3MCHCHHUS TCKCTOB,
(haiinoB 1 mpoLECcCOoB.

Python — s3pIk  (nmporpammMupoBanus) Python wuHTeprpernpyemsrii
MOJTHOLEHHBIH ~ OOBEKTHO-OPUEHTUPOBAHHBIM  ckpuntoBelii  SIBY,  wacro
HpHMCHﬂeMLIﬁ B Ka4eCTBC s3blKa CICHApPWUCB MpU HAIKUCAHUN I/IHTepHeT-
HpI/IHO)KCHI/Iﬁ 1A CUCTEMHOI'0 aAMHUHUCTPHUPOBAHUA, NOCTAaBKH BEO-KOHTEHTA U
t.. [lognepxuBaercs Ha MHorux ratdopmax. Co3mgan B koHie 1980-x romoB
TOJTaHACKUM nporpammuctom I'Bugo Ban Poccymom.
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Customization — HaCTpOHKa WM MU3TrOTOBJIICHHE IPOJYKTa I10]1 TpeOOBaHMS
(TeXHMYECKWE  YCIOBHA) 3aKasumWka, executable filee —  WCTIONTHUMEBIH
(ucnonusieMblit) gaiin, ¢aisn ¢ mporpammoit wiu komaHaHbeld daitn. B Windows
UCTIONHUMBIE (aitnsl uMeroT pacimpenus umen Qainos EXE, COM, BAT
PIF.

111. Give the Russian equivalents.

On the other hand; a modification of an existing source code; to
require expertise; to be decoded into some efficient representation;
debugging; disadvantage; ahead of time; an executable file; be converted
into an executable file; binary images; further processing; interpreted
computer programs; application domain.

1V. Give the English equivalents.

CoXxpaHATh MCXOIHBIH TEKCT MPOrPaMMBI; U3MEHEHHE HCXOJIHOTO
TEKCTa; IEMOHCTPUPOBATh; YCTPAHEHHE HEMOJIAI0K; OCHOBHOW HEIOCTATOK,
mporpaMma  BBITIONHSETCS;  mpeHeOperats  (UeM-j1.);  Ha3BIBAThCS,
KOMITETEHTHOCTh; CCBUIKA; COXPAaHWUTh B MAIIUHHOM KOJIE; JIBOWYHBIIA;
W3TOTOBJICHWE TIPOJAYKTa TMOj TpeOOBaHUS 3aKa3yuKa; OWHApHBIC
n3zoopaxenus; koxa LIITY.

V. Fill in the blanks with the appropriate grammar form from the
box.

To be decoded and executed, to be compiled, to be executed, to
require, to write.

1. Interpreted computer programs __ and then immediately .
2. Writing source code _ expertise in many different subjects. 3.
Computer programs may by a CPU with the aid of an interpreter. 4.
Java computer programs  ahead of time and stored as a machine
independent code. 5. Source code  in a programming language.

VI Answer the following questions.

1. What is the purpose of programming? 2. What is coding? 3. What
does the process of writing source code require? 4. What are executables?
5. What are compilers used for? 6. What is the main disadvantage of
interpreters?

VIl. Summarize the information about programming and coding..
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VIII. Read and translate the text without a dictionary. Write a short
summary of it.

Software quality and reliability

Software quality is very important, especially for commercial and
system software like Microsoft Office, Microsoft Windows, Linux, etc. If
software is faulty (buggy), it can delete a person’s work, crash the
computer and do other unexpected things. Faults and errors are called
“bugs” and these are eliminated (debugged) through software testing. It is
believed that all large programs have some bugs. All major software
companies, such as Microsoft, Novell and Sun Microsystems, have their
own software testing departments with the specific goal of just testing.
Software can be tested through unit testing, regression testing and other
methods, which are done manually, or most commonly, automatically,
since the amount of code to be tested can be quite large. For instance,
NASA has extremely rigorous software testing procedures for its Space
Shuttle and other programs because faulty software can crash the whole
program and make the vehicle not functional, at great expense.

There are many software companies in the world and selling
software can be quite a profitable industry. For instance, Bill Gates, the
founder of Microsoft was the second richest man in the world in 2008
largely by selling the Microsoft Windows and Microsoft Office software
programs and the same goes for Larry Ellison largely through his Oracle
database software.

There are many non-profit software organizations like the Free
Software Foundation, GNU Project, Mozilla Foundation. Also there are
many software standards organizations like the W3C and others that try to
come up with a software standard so that many software can work and
interoperate with each other like through standards such as XML, HTML,
HTTP, FTP, etc.

Some large software companies include Microsoft, IBM, Oracle.

Notes

Microsoft Office — mnaker nporpaMMHBIX IMPOIyKTOB (GupMbl Microsoft,
BKITIOYAIONIUIA TekcToBBIe Tporeccopsl (Microsoft Word ), CYB/] (Microsoft
Access ), osnekrponHele Tabmuuel (Microsoft Excel ), anekrponHylo mnouty

(Microsoft Outlook) u np. Microsoft Windows — onepanyoHHas cUCTEMa,
BBINTyIIICHHAsT KoMITanuei Microsoft.
Novell, Sun  Microsystems — TIPOU3BOJUTENIM  allapaTHOTO |

MPOrPaMMHOI0 00ECIeYCHUsI, a TAKXKe MPUHAIKAIINE UM TOPTOBbIE MapKU
NASA — coxp.ot National Aeronautics and Space Administration, HACA..
Oracle — xopnopamust Oracle, BbITycKaromass MOITHBIE CHUCTEMBI

ynpaBJeHus 6a3aMu JaHHBIX, a TAK)Ke MPUHAUICKAIAs el TOproBas Mapka.
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Free Software Foundation — ®ounpn OecmnarHoro 110 — opranuzanus,
3aHUMAIOINASCS Pa3pabOTKOW W PACHpPOCTPAHCHHEM OECIUIATHOTO W YCJIOBHO-
OecrutatHoro mporpamMmmHoro obtecrneucHus. OcHoBaHa Puyappom CrommanHoMm
(Richard Stallman) B8 1983 r.

GNU Project — coxp. or “GNU is Not Unix”, mpoeKkT 1Mo cBOOOAHOMY
pacrpoCTpaHeHHIO IPOTPAMMHOTO 00eCTIeUeHNSI.

Mozilla — nipo3Butie mporpaMMbl Netscape Navigator

W3C — WWWC — World Wide Web Consortium

Lesson 3. Stages in programming

1. Read and memorize the following words and word combinations:
precisely — TOUHO

over-all plan — oOmwmii TuTaH

flow chart — 6mok-cxema

actual coding — TeKyIee KOAUPOBAHNE

to detect/ correct errors — BBISBIIATE/ UCIIPABISATH OMMHOKH
to invalidate — cBOIUTH HA HET

without loosing sight — He ymyckas U3 BUaa

variable connector — nepeMeHHBINA COETMHHUTEb

to eliminate — ycTpaHAaTh

Statement — BBbICKa3bIBaHUC

1I. Read and translate the text.

There are five stages in programming. First, the computations to be
performed must be clearly and precisely defined. The over-all plan of the
computations is diagrammed by means of a so called flow chart. The
second stage is the actual coding. It is often best to write a code in terms of
a symbolic language first, for then changes are easily made. Numbers are
assigned to the symbols, and the final code is prepared. In the third stage
some procedure is used to get the code into the memory of the computer.
The fourth stage consists in debugging the code, i.e. detecting and
correcting any errors. The fifth, and the final stage, involves running the
code on the computer and tabulating the results. In fact, it is well known
that a single error in one instruction invalidates the entire code. Hence,
programming is a technique requiring attention to details without loosing
sight of the over-all plan.

Flow chart is a diagram, or picture, of a code that is often helpful for
visualizing interrelationship between various parts of a code. Such a
diagram is almost always made before the specific instructions are written.
There are essentially three kinds of symbols used in a flow chart (see Fig.
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1). The first represents function calculations, the second represents
decisions and the various associated alternatives, the third, called a variable
connector, is simply a way to eliminate too many crossing lines in the
picture or to indicate which lines to follow when one has to continue the
diagram on another page.

NOIOE

Decision calculation

Figure 1. Flow chart symbols

Symbolic Coding Aids. It is another intermediate aid between the
statement of the problem and the final code. Symbolic coding consists in
writing a code not in terms of specific numerical addresses, but rather in
terms of some name description or other symbolism to represent the
addresses. Then at a later time, specific addresses can be assigned for these
symbols, or names, to produce the actual code. The intermediate code in
terms or symbols is called the symbolic code. This technique is extremely
useful particularly in those cases where one must write instructions
involving addresses of constants or of other instructions that have not yet
been specially assigned.

Notes

The over-all plan of computations — oOIWH TUTAH BBIYUCICHUN; numbers
are assigned to the symbols — mmdpam TPHCBaWBAIOTCS CHMBOIBL, Various
associated alternatives —- pa3nW4HbIE B3aUMOJCHCTBYIOIINE abTEPHATHBEI;
symbolic coding aids — BcrioMorartenbHbIe CPeCTBa CUMBOJIEHOTO KOJMPOBaHMUS;
technique is extremely useful — TEXHUYECKUH pUeM Ype3BbIUaiiHO 3 dexTHBeH.

1V. Give the Russian equivalents.

Programming, computations, the over-all plan, flow chart, numbers,
debugging, running the code, tabulating the results, instruction,
interrelationship, calculations , decisions, variable connector, intermediate
aid, numerical addresses, to write instructions.

V. Give the English equivalents.
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[IporpamMupoBanue, BBIYHMCICHHUS, OOWMIA TMJaH, OJOK-cXeMma,
yKcia, OTaaaka (IporpaMMbl), IPOTOH MPOTPaMMBIL, CBEICHUE PE3yIbTaTOB
B Ta0OnWIbl, KOMaH[a, COOTHECEHHOCTb, BBIYHCICHHS, pEIICHNUS,
MEPEMEHHBI  COETUHUTENb, MPOMEXKYTOUHAs TOAJEPKKA, UYHCIOBHIE
ajzpeca, MMcaThb KOMaH/Ibl.

VI. Fill in the blanks the appropriate form of the word-combinations
from the box.

To be useful; to represent; to be assigned; to be diagrammed; to
be called; to be prepared; to write

1. The over-all plan of computations by means of a so called
flow chart. 2. Numbers __ to the symbols, and the final code . 3. The
first calculations, decisions and alternatives. 4. The intermediate
code in terms of symbols the symbolic code. 5. The technique
extremely  particularly in those cases where a person must
instructions.

VIl. Answer the following questions.

1. How many stages are there in programming? 2. What are they?
Characterize them. 3. What can we see on the diagram? 4. How many
symbols are used in the flow chart? Comment on them. What is the purpose
of making diagrams? 5. What do we mean by Symbolic Coding Aids? 6.
What is the intermediate code? 7. What is in common between symbolic
and intermediate coding? 8. In what cases is symbolic code extremely
useful?

VII. Give a brief summary of the above text.
Lesson 4. Programs

1. Read and memorize the following words and word combinations:
to translate programs — nepeBoOIUTH MPOrPAMMBI

to accomplish — BBITIOTHATH

to schedule — cocTaBIsSITh, HAMEYATD

resident — pe3uJICHTHAsI YaCTh MIPOTPaAMMEI

common names — 0o0OIINe HA3BAHUS

supervisor — mporpaMMa-pacipe/eIuTeNb

execution — BBITIOJTHEHUE

to sort data — cOpTHPOBAThH JaHHBIC
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linkage editor — nporpamma «Penaktop cBszein»

1. Read and translate the text.

The operating system is a collection of programs provided by the
manufacturer of computer that allow us to translate symbolic programs into
machine code, to schedule the jobs the computer is to perform, and to use
the computer effectively.

All symbolic programs must be translated to machine code before
their instructions can be understood by the control unit. This translation is
accomplished through the use of a program called a language processor.

A control program is an operating system with the purpose of
controlling the computer. It schedules the activities of the computer and
watches over other programs as they run. In order to be able to control the
computer, the control program is a main-memory resident, i.e. it is always
in the main memory. Control programs go by different names. Common
names for control program are supervisor, monitor, executive or, simply,
control program.

Service programs are programs that are used to prepare object
programs for execution, to store programs on a magnetic disk, and to sort
data recorded on secondary storage devices. The first function is provided
by a service program called the linkage editor.

The area on a magnetic disk that is used to hold program is called a
library. The service program that adds and deletes programs from the
library is the librarian.

A third set of service programs is utilities. They provide a means of
copying data from any input device in the system and an easy means of
moving data files from one secondary storage device to another. The
utilities also may be used to print the contents of a file on the line printer.

In most computers, individual instructions are stored as machine
code with each instruction being given a unique number (its operation code
or opcode for short). The command to add two numbers together would
have one opcode, the command to multiply them would have a different
opcode and so on. The simplest computers are able to perform any of a
handful of different instructions; the more complex computers have several
hundred to choose from — each with a unique numerical code. Since the
computer’s memory is able to store numbers, it can also store the
instruction codes. This leads to the important fact that entire programs
(which are just lists of instructions) can be represented as lists of numbers
and can themselves be manipulated inside the computer just as if they were
numeric data. The fundamental concept of storing programs in the
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computer’s memory alongside the data they operate on is the crux of the
von Neumann, or stored program, architecture. In some cases, a computer
might store some or its entire program in memory that is kept separate from
the data it operates on. This is called the Harvard architecture after the
Harvard Mark I computer. Modern von Neumann computers display some
traits of the Harvard architecture in their designs, such as in CPU caches.

While it is possible to write computer programs as long lists of
numbers (machine language) and this technique was used with many early
computers, it is extremely tedious to do so in practice, especially for
complicated programs. Instead, each basic instruction can be given a short
name that is indicative of its function and easy to remember — a mnemonic
such as ADD, SUB, MULT or JUMP. These mnemonics are collectively
known as a computer’s assembly language. Converting programs written in
assembly language into something the computer can actually understand
(machine language) is usually done by a computer program called an
assembler. Machine languages and the assembly languages that represent
them (collectively termed low-level programming languages) tend to be
unique to a particular type of computer. For instance, an ARM architecture
computer (such as may be found in a PDA or a hand-held videogame)
cannot understand the machine language of an Intel Pentium or the AMD
Athlon 64 computer that might be in a PC.

Though considerably easier than in machine language, writing a long
program in assembly language is often difficult and error prone. Therefore,
most complicated programs are written in more abstract high-level
programming languages that are able to express the needs of the computer
programmer more conveniently (and thereby help reduce programmer
error). High level languages are usually “compiled” into machine language
(or sometimes into assembly language and then into machine language)
using another computer program called a compiler. Since high level
languages are more abstract than assembly language, it is possible to use
different compilers to translate the same high level language program into
the machine language of many different types of computer. This is part of
the means by which software like video games may be made available for
different computer architectures such as personal computers and various
video game consoles.

Notes

To schedule the jobs the computer is to perform — IUTaHHPOBATH
3aJaHusl, KOTOpbIe KOMITBIOTED IOJDKEH BBINOJIHUTH; object programs —
KOHEYHBIE TIPOTPaMMBl; [ine printer — IMHEWHBIH IpUHTED; crux of the von
Neumann - ocHOBHas mpoOiieMa (HOH-HEMMAHOBCKOW (BBIYMCIUTEIHHON)
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ApXHUTEKTYpbl, OCHOBAaHHOH Ha KOHLENLIWH XPaHUMOH NpPOTrpaMMbl U
MOCIIEA0BATENIBHBIX BEIYMCIICHUI

111 Give the Russian equivalents.

The operating system, collection, to translate symbolic programs, to
schedule the jobs, machine code, the control unit, language processor,
activities of the computer, main-memory resident, supervisor, control
program, service programs, object programs, to store the programs, to sort
data, secondary storage devices, linkage editor.

1V. Give the English equivalents.

OnepaunonHasi cucremMa, Ha0oOp, TMEPEeBOOUTH  CHUMBOJIbHBIC
IOPOTrpaMMBbl, COCTaBJIATh MOPSNOK 3aJaHWi, MAIIMHHBIA Kof, OJOK
yIOpaBlIeHHsl, SI3bIKOBOM  IIPOLIECCOP, BO3MOXHOCTU  KOMIIBIOTEpA,
pe3uaeHTHas dYacTh IpOrpaMMbl OCHOBHOW NaMmsTH, Iporpamma-
pacipenenuTenb, I[porpaMMa yNpaBJICHUS, CEPBUCHBIE IIPOrpaMMbl,
U3y4yaeMble IIPOrpaMMbl, XPaHWUTh IPOrPaMMbI, COPTHPOBATH JAHHBIE,
yCTpoWCTBa BTOPUYHOM NMaMATH, TporpaMMa «PenakTop cBsizei».

V. Fill in the blanks with the appropriate form from the box.

| Isused to schedule is called provide must be translated is |

1. The operating system ___a collection of programs. 2. All symbolic
programs __ to machine code. 3. A control program __the activities of the
computer. 4. They are on a magnetic disk that _ to hold program  a
library. 5. Utilities __ a means of copying data from any input device to
any output device in the system.

VI Answer the following questions.

1. What is the operating system? 2. Why does it exist? 3. Why must
all symbolic programs be translated to machine code? 4. What is a control
program? 5. What is the purpose of a control program? 6. What are service
programs? 7. What do we call a magnetic disc that is used to hold
programs? 8. What are utilities? 9. What is the crux of von Neumann
architecture? What do you know about the Harvard architecture? 10. What
are mnemonics? 11. Why are complicated programs written in abstract
high-level languages? 12. What is the purpose of using a compiler? 13. Is it
possible to use different compilers?

VII. Speak on the sets of programs comprising the OS..
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VIII. Read the text and translate it into Russian without a dictionary.
Write a short summary of it.

Program errors

So long as computers are programmed by human beings, computer
programs will be subject to errors. It is programmer’s responsibility to find
errors and correct them. The process of finding and correcting errors or
bugs as they are often referred to is called testing and debugging. Testing
and debugging can be difficult and time-consuming, but the ability to detect
and correct programming errors is one of the most important capabilities of
a good programmer. A program is considered incomplete until the
programmer verifies that it performs as required.

Errors in computer programs are called bugs. Bugs may be benign
and not affect the usefulness of the program, or have only subtle effects.
But in some cases they may cause the program to “hang” — become
unresponsive to input such as mouse clicks or keystrokes, or to completely
fail or “crash”. Otherwise benign bugs may sometimes be harnessed for
malicious intent by an unscrupulous user writing an “exploit” — a code
designed to take advantage of a bug and disrupt a program’s proper
execution. Bugs are usually not the fault of the computer. Since computers
merely execute the instructions they are given, bugs are nearly always the
result of programmer error or an oversight made in the program’s design.

There are two main types of bugs in computer programs. These are
coding errors and logic errors. Coding errors typically involve incorrect
punctuation, incorrect word-order, undefined terms, or misuse of terms. In
case of coding errors the language processor is unable to convert the source
program to object program and points them out to the programmer by
printing error instructions on the source listing, giving thus hints as to the
nature of the error. It is a relatively easy task, therefore, to find and correct
this type of errors.

The second type of errors, a logic error, is an error in planning the
program’s logic. In this case, the language processor successfully translates
the source code into machine code, and the computer follows instructions.
The problem is that the logic being followed does not produce the results
that were desired.

In order to determine whether or not a logic error exists, the program
must be run using sample data with known answers. By running the
program and comparing the program’s answers to the known answers, the
accuracy of the logic plan can be determined.
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Logic errors can be avoided through careful planning of the program
logic, but it is the programmer’s responsibility to test thoroughly all the
program’s functions, in order to verify that the program performs according
to specifications.

Notes

Programmer’s  responsibility —  OTBETCTBEHHOCTh IPOTPaMMUCTA;
capabilities — TOTEeHIIMANBEHBIE BOSMOKHOCTH; benign — HE3HAYUTEIBHBIN; subtle
— eIBa pa3IMYUMbBIHA, TPYIHO YIOBUMBIA; be harnessed — WCIONB30BATHCS;
malicious — 370HaMEPEHHBIN; fo disrupt — pa3pyliath, NpepbIBaTh; undefined
terms —HeOIpele]ICHHbIE TePMHUHBI; sample data — o0pa3upl (MoJeNH) JTaHHBIX,
to verify — TIPOBEPSITH.

Lesson 5. Programming languages

1 Read and translate the text.

Usage

A programming language provides a structured mechanism for
defining pieces of data, and the operations of transformations that may be
carried out automatically on that data. A programmer uses the abstractions
present in the language to represent the concepts involved in a computation.
These concepts are represented as a collection of the simplest elements
available (called primitives).

Programming languages differ from most other forms of human
expression in that they require a greater degree of precision and
completeness. When using a natural language to communicate with other
people, human authors and speakers can be ambiguous and make small
errors, and still expect their intent to be understood. However, figuratively
speaking, computers do exactly what they are told to do, and cannot
“understand” what code the programmer intended to write. The
combination of the language definition, a program, and the program’s
inputs must fully specify the external behavior that occurs when the
program is executed, within the domain of control of that program.

Programs for a computer might be executed without human
interaction, or a user might type commands in an interactive session of an
interpreter. In this case the “commands” are simply programs, whose
execution is chained together. When a language is used to give commands
to a software application it is called a scripting language.

Many languages have been designed from scratch, altered to meet
new needs, combined with other languages, and eventually fallen into
disuse. Although there have been attempts to design one “universal”
computer language that serves all purposes, all of them have failed to be

&9



generally accepted as filling this role. The need for diverse computer
languages arises from the diversity of contexts in which languages are used.
Notes
A greater degree of precision and completeness — 0Oonpmas CTEICHb
TOYHOCTH W 3aBEPUICHHOCTHU; be ambiguous—- OBITh HESCHBIM, COMHUTEIHHBIM;
within the domain of control— B nomene (o0JiacTH) ynpaBleHus; from scratch -
«Ha XOIY».

1. Answer these questions.

1. What spectrum of languages does the user have in his/ her
disposal? 2. Which languages do you call “low level”? 3. Which languages
are the best for machine? 4. Which languages are the best for programmer?
5. What language do you call a machine language? 6. How is ¢n instruction
usually written in a machine language? 7. What is the difference between
natural language and computer language? 8. Why is it possible for man to
make mistakes? Does it prevent us from understanding each other? 9. Why
have attempts to devise a universal computer language failed?

1II. Render the main points of the text in English and in Russian.

1V. Read and translate the text. Express your opinion on the
following points:

sthe first programming languages;

sachievements of the 1930s and 1940s;

first-generation machines;

*ALGOL, FORTRAN, LISP, BASIC, PASCAL, COBOL.

Early developments

The first programming languages predate the modern computer. The
19" century had “programmable” looms and player piano scrolls which
implemented what are today recognized as examples of specific
programming languages. By the beginning of the 20" century, punch cards
encoded data and directed mechanical processing. In the 1930s and 1940s,
the formalisms of Alonzo Church’s lambda calculus and Alan Turing’s
Turing machines provided mathematical abstractions for expressing
algorithms. The lambda calculus remains influential in language design.

In the 1940s, the first electrically powered digital computers were
created. The first high-level programming language to be designed for a
computer was Plankalkul, developed by Konrad Zuse between 1943 and
1945.

90



The computers of the early 1950s, notably the UNIVAC I and the
IBM 701 used machine language programs. First generation machine
language programming was quickly superseded by a second generation of
programming languages known as Assembly languages. Later in the 1950s,
assembly language programming, which had evolved to include the use of
macro instructions, was followed by the development of three higher-level
programming languages: FORTRAN, LISP, and COBOL. Updated
versions of all these are still in general use and each has strongly influenced
the development of later languages. At the end of the 1950s, the language
formalized as Algol 60 was introduced, and later programming languages
are, in many respects descendants of Algol. The format and use of the early
programming languages was heavily influenced by the constraints of the
interface.

Notes

Loom — TKaukuit craHok; player piano scrolls — aBTOMaTH4YecKoe
Ha)kaTue Ha KJIABUIIKM (oprenuano; lambda calculus — namOna-ucuucienue; in
many respects — BO MHOI'HX OTHOLICHUAX

V. Discuss the programming languages you know.
VI What do you know about “natural language” systems?

VII. Read the text. Comment on differences between high-level and
low-level languages. Why are low-level and high-level languages
inherently relative?

High level language

The term “high-level language” does not imply that the language is
always superior to low-level programming languages. It refers to the higher
level of abstraction from machine language. Rather than dealing with
registers, memory addresses and call stacks, high-level languages deal with
usability, threads, locks, objects, variables, arrays and complex arithmetic
or Boolean expressions. In addition, they have no opcodes that can directly
compile the language into machine code, unlike low-level assembly
language. Other features such as string handling routines, object-oriented
language features and file input/output may also be present.

Stereotypically, high-level languages make complex programming
simpler, while low-level languages tend to produce more efficient code.
Abstraction penalty is the barrier preventing applying high level
programming techniques in situations where computational resources are
limited. High level programming features like more generic data structures,
run-time interpretation and intermediate code files often result in slower
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execution speed, higher memory consumption and larger binary size. For
this reason, code which needs to run particularly quickly and efficiently
may be written in a lower-level language, even if a higher-level language
would make the coding easier.

However, with the growing complexity of modern microprocessor
architectures, well-designed compilers for high-level languages frequently
produce codes comparable in efficiency to what most low-level
programmers can produce by hand, and the higher abstraction may allow
more powerful techniques provide better overall results than their low-level
counterparts in particular settings.

The terms “high-level” and “low-level” are inherently relative. Some
decades ago, the C language (and similar languages) was most often considered
“high-level”, as it supported concepts such as expression evaluation, data types
and structures, while assembly language was considered “low-level”. Many
programmers today might refer to C as low-level, as it lacks a large runtime-
system (e.g. no garbage collection), basically supports only scalar operations, and
provides direct memory addressing. It therefore readily blends with assembly
language and the machine level of CPUs and microcontrollers.

Also note that assembly language may itself be regarded as a higher level
(but still one-to-one) representation of machine code, as it supports concepts such
as constant and limited expressions, sometimes even variables, procedures, and
data structures. Machine code, in its turn, is inherently at a slightly higher level
than the microcode or micro-operations used internally in many processors.

Notes

Opcode = operation code — KOI MAaIIMHHOM KOMAaHIBI, KOJI
onepanuw; string handling — oniepaniiu co CTpOKaMH CHMBOJIOB; 00paboTka
CTPOK; abstraction penalty — 31. TpoOIeMbl aOcTpakiuu (abCTpakius -
HIUPOKO HCIOJB3YEMBIH B MOICTHUPOBAHUM TPHUHIUI HUTHOPUPOBAHUS
aCIIEKTOB NPOOJIEMBI, HE OKa3bIBAIOIIMX CYILECTBCHHOTO BIIMSHUS Ha €&
perieHue).

VIII. Look through the text again and comment on the differences
and interrelations between high-level and low-level languages.

IX. Read the text. Select the key phrases and use them to retell it.

Viruses
Computer viruses, like physical viruses, are invidious, insidious, and
often deadly. They are programs on a computer disk that generally remain
undetected until their damage is done; they move from an infected disk to
the system disk or another disk in the system, and they replicate
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themselves, turning data into unusable nonsense when they become active.
The damage is typically permanent, and anyone who has lost important
files to a virus understands how serious the problem is. Other viruses are
not quite deadly to your data, but do such things as slowing your computer
to a crawl, putting prank messages on the screen, and the like. Some viruses
wait until a particular date or other conditions before becoming active;
others act immediately to inflict harm on your computer.

Viruses are often spread through shared disks; some bulletin boards
were infected with Michelangelo or Stoned and unknowingly passed them
on to subscribers who downloaded files — or even simply logged on to the
system. Some viruses, known as Trojan horses, are designed to act like a
legitimate piece of software when first used; once on your system, though,
they destroy all your data.

The effect of a worm is much like that of a virus: you lose disk space
and computer capability. The difference — which doesn’t much matter if
you’ve lost the use of the computer — is that a worm does not attach itself
to other programs while it spreads. It does, however, write itself to each
computer it encounters in a network, establishing itself on the hard disk,
and using up memory until affected computer becomes disabled.

MODULE III. COMPUTER IN USE
Lesson 1.Computer systems to suit any taste

1 Read and memorize the following words and word combinations:
impetuously — CTPEMHTEILHO

competition — KOHKYPEHIUS

to give rise to — MOPOXKIATh

to get used to — NPUBBIKATh

exchange — Oupxa

entrepreneur — NPeINPUHAMATEIH

requirements — TpeOOBaHUS

reliable — HaEeXHBIA

communication — CPEJICTBO CBSI3U, KOMMYHHKAIIUU
transmission — nepegava

access — JOCTYI

production — POU3BOJCTBO

to be short of — UCIBITHIBATH HEAOCTATOK B YEM-JIL0O
subscriber — aOOHEHT, TOAIUCYUK

to provide — 3amacatb, CHa0XXaTb, 00€CIIeYNBATh
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1I. Read and translate the text.

There are many telecommunication networks in Russia. Which one
to choose?

The information and telecommunications market in Russia
developed impetuously and gave rise to a sharp competition among
domestic and foreign firms which offered a great number of services in
computer communications and the transmission of information.

Most users have already discovered the world of
telecommunications. This is proved by the number of subscribers to
Relcom, the leading telecommunication network in Russia — about
150000.

Firms and individuals for whom a computer has long become a part
of their life make the bulk of the “army” of users. Now they have been
joined by many banks, exchanges, commercial organizations, news
agencies.

Nevertheless, such an approach to practical life proved unexpected
and new for many managers, entrepreneurs, organizers of production, who
have got used to sending letters in envelopes in the old manner; to choose
business and juridical information from heaps of publications; to keep a
bulky teletype operating staff for sending telex messages and faxes with the
help of a secretary.

What the global computer systems are like and what useful
operations can be done with their help? It depends on your information
requirements and financial possibilities. If you are ready to spend thousands
of dollars, the problem of a reliable and fast communication will be solved
for you, with branches and partners at home and abroad, and an access to
the remote data banks. The allotted lines will provide an opportunity for a
permanent round-the-clock exchange of information in the on-line regime
(i.e. in the regime of an “instant” reply). You’ll be supplied with a complete
communication system, the local (office) networks in various cities will be
linked and a private sub-network will be arranged for your firm,
agreements will be concluded with firms-owners of data bases.

But if you are short of major financial resources or for the time being
cannot make up your mind on investing them in such global projects for
you, too, there are possibilities (certainly, more modest) to get linked with
the outside world of computers.

Spending money only on the analog and having paid a few dozen
dollars for connection, one may become a subscriber to the electronic mail
and commercial conferences in off-line regime (there is no permanent
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connection, and the data are transmitted less promptly than in on-line
regime). Having obtained the address in the electronic mail, you get an
opportunity to enter from your computer into correspondence with other
users of this electronic mail throughout the world. It will take a few hours
for your electronic mail to be delivered to you in off-line regime. The cost
of transmitting data depends on the distance and constitutes a few cents for
a kilobyte (a page of a text occupies approximately 2 kilobytes).
Notes

The bulk of the “army” of users — OCHOBHas macca ‘‘apMuu’”
nmosib3oBaTeneit: a bulky teletype operating staff — OrpOMHBIN IITAT IO
o0CITyXKUBaHUIO TeJeTalna; for the time being cannot make up your mind
on — B HACTOsIIEEe BpeMs HE MOXKETE PEILIUTHCS

111. Give the Russian equivalents.

Telecommunication networks; domestic and foreign firms;
information market; entrepreneurs; organizers of production; heaps of
information; a reliable and fast communication; an access to the remote
data banks; a permanent round-the-clock exchange of information; local
network; owners of the data bases; to get linked with; to get an opportunity;
throughout the world; the cost of transmitting data; approximately.

1V. Give the English equivalents.

IToxyunTh BO3MOXKHOCTE; TpeOOBaHUS K MHGOpMANHK, (YHHAHCOBHIC
pecypcsl; mpobiieMa HaJeKHOW CBSI3M;, JOCTYN K 0a3e JaHHBIX, OCTpas
KOHKYPCHITUS; CTPEMUTEIILHO Pa3BHBATHCS; MHOXKECTBO YCIIYT; mepeaaya
JIAHHBIX; CTOUMOCTD 3aBHCUT oT paccTosHus; BeyIas
TEJICKOMMYHHKAIIMOHHAS CETh, BCEMHPHAs KOMIIBIOTEpHAs CHUCTEMA,
COTJIAIlIEHUE; aTeHTCTBA HOBOCTEH; MTPEIITPUHUMATEb.

V. Change the following sentences into the passive.

1. Domestic and foreign firms offered a great number of services in
communication and the transmission of information. 2. Most users have
already discovered the world of telecommunications. 3. Computer systems
can do a lot of useful operations. 4. Firms and individuals make the bulk of
the “army” of users. 5. The global computer systems have to solve the
problem of a reliable and fast communication. 6. The allotted lines will
provide an opportunity for a permanent round-the-clock exchange of
information. 7. Many managers had sent letters in envelopes in old manners
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before new ways of sending massages were developed. 8. We are
transmitting data in on-line regime at the moment.

VI Insert the missing words or word combination.

1. It will _ a few hours for your e-mail to be delivered to you in
____regime. 2. A lot of useful operation ___ with the help of the global
computer . 3. The information and telecommunications market in
Russia gave rise to  among domestic and  firms .4. In off-line
regime the data are transmitted less  than in on-line . 5. Many
managers, entrepreneurs, organizers of production have got _ to choose
business and ___ information from heaps of . 6. Many firms in Russia
have offered a great number of  in computer communication and the
____of information. 7. The cost of __ data depends on the distance. 8. The
information and ___ market in Russia __ impetuously. 9. The cost of
transmitting data ___ a few cents for a kilobyte.

VII. Answer the following questions.

1. What services did domestic and foreign firms offer? 2. Why did a
sharp competition appear among these firms? 3. What telecommunication
network is the leading one in Russia? 4. How did people send letters and
choose business and juridical information in the past? 5. What can help you
to solve the problem of a reliable and fast communication? 6. What will the
allotted lines provide? 7. What is the difference between on-line and off-
line regimes? 8. How can you use your address in the electronic mail? 8.
What opportunity gives you the address in the electronic mail? 9. How
much time does it take for your electronic mail to be delivered in off-line
regimes?

VIII. Give a brief summary of the above text.

IX. Read the text and translate it without a dictionary. Write a short

summary of it.
Application of personal computers

Personal computers have a lot of applications, however, there are
some major categories of applications: home and hobby, word processing,
professional, educational, small business and engineering and scientific.

Home and hobby. Personal computers enjoy great popularity among
experimenters and hobbyists. They are an exciting hobby. All hobbyists
need not be engineers or programmers. There are many games that use the
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full capabilities of a computer to provide many hours of exciting leisure-
time adventure.

The list of other home and hobby applications of PCs is almost
endless, including: checking account management, budgeting, personal
finance, planning, investment analyses, telephone answering and dialing,
home security, home environment and climate control, appliance control,
calendar management, maintenance of address and mailing lists and what
not.

Word processing. At home or at work, applications software, called
a word processing program enables you to correct or modify any
document in any manner you wish before printing it. Using the monitor as
a display screen, you are able to view what you have typed to correct
mistakes in spelling or grammar, add or delete sentences, move
paragraphs around, and replace words. The letter or document can be
stored for future use.

Professional. The category of professional includes persons making
extensive use of word processing, whose occupations are particularly
suited to the desk-top use of PCs. Examples of other occupations are
accountants, financial advisors, stock brokers, tax consultants, lawyers,
architects, engineers, educators and all levels of managers. Applications
programs that are popular with persons in these occupations include
accounting, income tax preparation, statistical analysis, graphics, stock
market forecasting and computer modeling. The computer modeling
program is widely used by professionals. It can be used for scheduling,
planning, and the examination of “what if* situations.

Educational. Personal computers are having and will continue to
have a profound influence upon the classroom, affecting both the learner
and the teacher. Microcomputers are making their way into classrooms to
an ever-increasing extent giving impetus to the design of programmed
learning materials that can meet the demands of student and teacher.

Two important types of uses for personal computers in education
are computer-managed instruction (CMI), and computer-assisted
instruction (CAI). CMI software is used to assist the instructor in the
management of all classroom-related activities, such as record keeping,
work assignments, testing, and grading. Applications of CAI include
mathematics, reading, typing, computer literacy, programming languages,
and simulations of real-world situations.

Notes

exciting leisure-time adventure — yBIEKaTEeIbHOE MPUKIIOUCHUE B
cBoOomHOE BpeMs; stock market forecasting — TPOTHO3UPOBAHUE PHIHKA
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aKui; an ever-increasing extent — B BO3pacTalollled CTCIICHHU; impetus
— TONYOK, HUMNYJNbc, Wwork assignments — 3amanHus; grading —
COpPTHUPOBKA, pactpeiclicHe

Lesson 2. The world-wide web

1. Read and memorize the following words and word combinations:
database — 6a3a mTaHHBIX

to store — XpaHUTh

to aware — OCO3HABATh

implementation — BHeIpeHUE

to rely on — nonararbcs Ha

remote — NEUCTBYIOIIMIA HA PACCTOSIHUU

ignorant — HEOCBEIOMJICHHBIN, HE 3HAIOIIHI

particular reference — onpeseieHHas CChUTKa

1I. Read and translate the text.

People have dreamt of a universal information database since the
late 1940s. In this database, not only would the data be accessible to people
around the world, but it would also easily link to other pieces of
information, so that only the most important data would be quickly found
by a user. Only recently the new technologies have made such systems
possible. The most popular system currently in use is the World-Wide Web
(WWW) which began in March 1989. The Web is an Internet-based
computer network that allows users on one computer to access information
stored on another through the world-wide network.

As the popularity of the Internet increases, people become more
aware of its colossal potential. The World-Wide Web is a product of the
continuous search for innovative ways of sharing information resources. The
WWW project is based on the principle of universal readership: “if
information is available, then any person should be able to access it from
anywhere in the world.” The Web’s implementation follows a standard
client-server model. In this model, a user relies on a program (the client) to
connect to a remote machine (the server), where the data is stored. The
architecture of the WWW is the one of clients, such as Netscape, Mosaic, or
Lynx, “which know how to present data but not what its origin is, and
servers, which know how to extract data”, but are ignorant of how it will be
presented to the user.

One of the main features of the WWW documents is their hypertext
structure. On a graphic terminal, for instance, a particular reference can be
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represented by underlined text, or an icon. “The user clicks on it with the
mouse, and the referenced document appears.” This method makes
copying of information unnecessary: data needs only to be stored once, and
all referenced to it can be linked to the original document.

Notes

Netscape Navigator— TIeCTOH IO TIOIYJIIPHOCTH B MHpE Opaysep,
MIPOU3BOAMBIIHIACS KoMITaHuen Netscape Communications ¢ 1994 mo 2007
roJl, TIOCIEIHUE BEPCHU Ha OCHOBE JBIXKKa Opaysepa Mozilla Firefox.
Bepcun Netscape 1o 4etBepToii ObIIIM OCHOBHBIMU KOHKYpeHTaMu [nternet
Explorer, Bepcun 6—7.2 6putr ocHOBaHBI Ha Mozilla Application Suite.

Mosaic — 310 mepBbIii BeO-Opay3ep IMOJ OMEPaIOHHYI0 CUCTEMY
Microsoft Windows (torma emg€ MS-DOS c rpaduueckoit 000104KOi
MS Windows 3) ¢ rpaduyeckum uHTEpEHCOM  IOJb30BaTCIsA U
pPa3sBUTBIMH BO3MOXKHOCTSIMH, Ha KOTOPOM OCHOBaHbI U Netscape
Navigator, n Microsoft Internet Explorer.

Lynx — oJTMH U3 TIEPBBIX TEKCTOBBIX Opay3epoB.

11I. Give the Russian equivalents.

Database, around the world, to be stored, continuous search, to be
accessible, implementation, to rely on something, to be ignorant, features,
particular reference, underlined text, referenced documents, unnecessary.

1V. Find in the text the English equivalents of the following Russian
words and phrases.

Buenpenue, pacnpeenenue, XxpaHeHue HHPoOpManuu, 0aza JaHHBIX,
CCbUIKA, WHHOBAIIMOHHBIM IyTh, JIOCTYIHBIH, TIOMCK, CBSI3bIBATH,
00MEeHMBATHCS HHPOPMAIIHCH.

V. Read the following international words, guess their meanings and
derive nouns and adjectives from them.

Noun Adjective
technology —

system —

— popular
information —

— colossal
potential —

— universal
machine —
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architecture —
structure —
— original
document —

VI. Answer the following questions.

1. What have people dreamt of? 2. What systems employ new
technologies made accessible to people around the world? 3. What
possibilities does the Internet give its users? 4. What does the popularity of
the Internet lead to? 5. What is the principle of the universal readership? 6.
What are the main features of the WWW documents?

VII. Speak on the advantages of the Internet.

VIII. Read the text without a dictionary. Speak briefly on the
WWW success.

Success of the WWW

Set of in 1989, the WWW quickly gained great popularity among
Internet users. What is the reason for the immense success of the World-
Wide Web? Perhaps, it can be explained by CERN’s attitude towards the
development of the project. As soon as the basic outline of the WWW
was complete, CERN made the source code for its software publicly
available. CERN has been encouraging collaboration by academic and
commercial parties since the onset of the project, and by doing so it got
millions of people involved in the growth of the Web.

The system requirements for running a WWW server are minimal,
so even administrators with limited funds had a chance to become
information providers. Because of the intuitive nature of hypertext, many
inexperienced computer users were able to connect to the network.
Furthermore, the simplicity of the Hyper Text Markup Language, used
for creating interactive documents, allowed these users to contribute to the
expanding database of documents on the Web. Also, the nature of the
World-Wide Web provided a way to interconnect computers running
different operating systems, and display information created in a variety
of existing media formats.

In short, the possibilities for hypertext in the world-wide environment
are endless. With the computer industry growing at today's pace, no one
knows what awaits us in the 21* century.

Notes
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CERN —  Eppomelickas  opraHusaluss IO  SAEPHBIM
WCCIIeIOBAHUSM, KpyIHeWIas B MHUpe JabopaTopusi (U3UKH BBICOKHX
sHepruil. Takke nHoraa nepeBoautcsa kak EBponerickuit LleHTp saepHbIX
uccnenoBannii. AOOpeBuarypa CERN mpowmsomnuia ot ¢p. Conseil
Européen pour la Recherche Nucléaire (EBponeiickuii COBET MO sSAEPHBIM
UCCIIe0BaHMUsAM). B pyccKoM si3bIKe OOBIYHO MCIIOJIB3yeTcsl ab0peBHaTypa
I[HEPH.

IX. Read the text. Retell it in Russian or in English.

Brief history of the Internet

In 1973 the Defense Advanced Research Projects Agency (DARPA)
initiated a research program to investigate techniques and technologies for
interlinking packet networks of various kinds. The objective was to
develop communication protocols which would allow networked computers
to communicate transparently across multiple, linked packet networks. This
was called the Internetting project and the system of networks which
emerged from the research was known as the “Internet” (Intercontinental
Network).

During the course of its evolution, particularly after 1989, the
Internet system began to integrate support for other protocol suites into its
basic networking fabric. By the end of 1991 the Internet has grown to
include some 5 000 networks in over three dozen countries, serving over
700,000 host computers used by over 4,000,000 people.

The bulk of the system today is made up of private networking
facilities in education and research institutions, business and in government
organizations across the globe.

A secretariat has been created to manage the day-to-day function
of the Internet Activities Board (IAB) and Internet Engineering Task
Force (IETF). IETF meets three times a year in plenary and in approximately
50 working groups convene at intermediate times by electronic mail,
teleconferencing and at face-to-face meetings.

There are a number of Network Information Centres (NICs) located
throughout the Internet to serve its users with documentation, guidance, advice
and assistance. As the Internet continues to grow internationally, the need for
high quality NIC functions increases. Although the initial community of users
of the Internet were drawn from the ranks of computer science and
engineering its users now comprise a wide range of disciplines in the sciences,
arts, letters, business, military and government administration.

Notes
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Techniques — wmertonst; bulk — o6wem; Internet Engineering Task Force
(CneunanpHas komuccusi MIHTEpHET pa3pabOTOK) — OTKPBITOE MEXKIYHAPOIHOE
COOOIIECTBO MPOCKTUPOBIIMKOB, YUEHBIX, CETEBBIX OMEPATOPOB M MPOBaiIepoB,
cosnannoe IAB (Internet Architecture Board) B 1986 romy, koTopoe 3aHUMAaeTCs
pa3BUTHEM TMPOTOKOJIOB M  apXUTeKTypsl HTepHera. approximately —
MPUOIM3UTENHHO, convene — coOONPaThCs

Lesson 3. Internet frequently asked questions (FAQs)
1. Look through the questions given below and try to answer them.

How old is the Internet (the Net)?

Who created the Internet?

Did the Internet become popular quickly?
How do you get online?

How fast are today’s internet connections?
How long has broadband existed?

How much does broadband cost?

Why do you need a modem?

What does TCP/IP mean?

Are there other ways of accessing the Internet?

1. Study the answers to the questions given above. Give some
additional information.

1. It’s hard to say exactly. The research that led to what we now
know as the Internet was begun in the 1960s.

2. It’s hard to say exactly who did it. The initial research was
carried out by the Advanced Research PROJECTS Agency in America,
funded by the US government.

3. It took many years for the Internet to become popular. It’s since
the mid-90s that the Internet has been a part of our daily lives.

4. To get connected, you need the right connection software and a
modem. You also need an account with the Internet Service Provider
(ISP), which acts as a gateway.

5. The most common types of ISPs are cable — offered by local
cable TV companies —and ADSL (Asymmetric Digital Subscriber Line).
Broadband access is also offered by some electricity networks. This
technology is known as power-line Internet, but it is still in development.

6. Since the late 1990s.

7. It depends on which company you choose.
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8. A modem (modulator/ demodulator) converts digital signals into
analogue ones so that data can be transmitted across the phone or cable
network.

9. That’s the language used for data transfer. This is like the
internet operating system. Computers connected to the Net are identified
by a unique IP address.

10. Other methods include Wi-Fi, satellite, mobile phones and TV
sets. Wi-Fi-enabled laptops or PDAs allow you to connect to the Net if
you are near a wireless access point, in locations called hotpots (e.g. a
Wi-Fi café, park or campus). Satellite services are used in places where
terrestrial access is not available (e.g. on ships at sea).

IIl. Which of the internet systems (1-6) you would use to do the

tasks (A-F).

1 Email A transfer files from the Net to your hard
drive

2 The Web B send a message to another person via
the Net

3 Newsgroups C have a live talk (usually typed) online

4 Chat and IM D connect to a remote computer by
entering instructions, and run a program on it

5 FTP E take part in public discussion areas
devoted to specific topics

6 Telnet F download and view documents
published on the Internet

1V. Now read Part 2 of the FAQs and check your answers.

Internet FAQs: Part 2

Email lets exchange messages. Optional attached files can include
text, pictures, audio and animation. A mailing list uses email to
communicate to everyone that belongs to the list.

Which email program is the best? Outlook Express is a popular
program, but many users use web-based 3email accounts such as Hotmail.

The Web consists of billions of documents living on web servers
that use the HTTP protocol. You navigate through the Web using a web
browser, which lets you search, view and print web pages.

How often are web pages updated? Some web pages are updated
thousands of times a day.
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Chat and Instant Messaging technologies allow having real-time
conversations online, by typing messages at the keyboard.

FTP, or file transfer protocol, is used to transfer files over a TCP/IP
network. This feature is nowadays built into browsers to let you download
files to your hard drive.

Telnet is a protocol and a program used to log onto remote
computer systems. You can enter commands which will be executed as if
you were entering them directly on the remote server.

Newsgroups are the public discussion areas which make up a
system called Usernet. The contents are contributed by people who post
articles or respond to articles, creation chains of relating postings called
message threads. You need a newsreader which may be a stand-alone
program or part of a web browser. There are about 30,000 active
newsgroups.

Your newsreader allows you to download the newsgroup addresses
that your ISP has included on its news serer. An alternative is to visit web
forums instead, which perform the same function but without the
additional software.

V. Find words and phrases in Part 2 with the following meanings.

1 a system used to distribute email to many different subscribers at
once

2 aprogram used for displaying web pages

3 to connect to a computer by typing your username and password

4 a series of interrelated messages on a given topic

5 a program for reading Usernet newsgroups

VI. Read and translate the text.

Electronic mail

Electronic mail or e-mail is the electronic transmission of messages,
letters, and documents. In its broadest sense electronic mail includes point-
to-point services such as telegraph and facsimile (fax) systems. It is
commonly thought of, however, in terms of computer-based message
systems where the electronic text file that is received can be edited, replied
to, excerpted, or even pasted into another electronic document that can be
used or manipulated by a word processor, desktop publishing system, or
other computer program. Users of such systems, called store-and-forward
or mailbox systems, can broadcast messages to multiple recipients, read
and discard messages, file and retrieve messages, or forward messages to
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other users. Extensions to e-mail allow the user to add graphics and sound
to messages, and files can be attached to e-mails. Computer-based
messaging can take place on a single computer, a computer network, or
across gateways linking different computer networks (as through the
Internet). With the increasing use of e-mail, unsolicited commercial e-mail,
known as spam, has become a significant problem. E-mail, especially
through attachments, has also become a means for disseminating computer
viruses and other malicious programs.

Lesson 4. The collectives of cyberspace
1. Read the text and find websites for the following tasks.

To search for information on the web

To buy books and DVDs

To participate in political campaigns

To view and exchange video clips

To manage and share personal photos using tags

To buy and sell personal items in online auctions

To download music and movies, sometimes illegally

The Internet isn’t just about email or the Web anymore.
Increasingly, people online are taking the power of the Internet back into
their own hands. They’re posting opinions on online journals — weblogs,
or blogs; they’re organizing political rallies on MoveOn.org; they’re
trading songs on illegal file-sharing networks; they’re volunteering
articles for the online encyclopedia Wikipedia; and they’re collaborating
with other programmers around the world. Thanks to new technologies
such as blog software, peer-to-peer networks, open-source software, and
wikis, people are getting together to take collective actions like never
before.

eBay, for instance, wouldn’t exist without the 61 million active
members who list, sell, and buy millions of items a week. But less
obvious is that the whole marketplace runs on the trust created by eBay’s
unique feedback system, by which buyers and sellers rate each other on
how well they carried out their half of each transaction.

Pioneer e-tailer Amason encourages all kinds of customer
participation in the site — including books, CDs, DVDs and electronic
goods. MySpace and Facebook are phenomena in social networking,
attracting millions of unique visitors. Many are music fans, who can blog,
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email friends, upload photos, etc. There’s even a 3-D virtual world
entirely built and owned by its residents, called Second Life, where real
companies have opened shops, and pop stars such as U2 have performed
concerts.

Some sites are much more specialized, such as the photo-sharing
site Flickr. There, people not only share photos but also take the time to
attach tags to their pictures, which help everyone else find photos of, for
example, Florence, Italy. Another successful site based on user-generated
content is YouTube, which allows users to upload, view and share movie
clips and music videos, as well as amateur videoblogs. Another example
is the Google search engine. Its mathematical formulas surf the combined
judgments of millions of people whose websites link to other sites.

Skype looks like software that lets you make free phone calls over
the Internet — which it does. But the way it works is extremely clever.
By using Skype, you’re automatically contributing some of your PC’s
computing power and Internet connection to route other people’s calls.

It’s an extension of the peer-to-peer network software such as
BitTorrent that allow you to swap songs — at your own risk if those
songs are under copyright. BitTorrent is a protocol for transferring music,
films, games and podcasts.

A podcast is an audio recording posted online. Podcasting derives
from the words iPod and broadcasting. You can find podcasts about
almost any topic —sports, music, politics, etc. They are distributed
through RSS (Really Simple Syndication) feeds which allow you to
receive up-to-date information without having to check the site for
updates. BitTorrent breaks the files into small pieces, known as chunks,
and distributes them among a large number of users; when you download
a torrent, you are also uploading it to another user.

Adapted from Business Week online

Lesson 5. Home computer

1. Read and translate the text.
1. State the problems it describes.
11 In a paragraph of 70-90 words summarize the problems involved.

The single most important item in our century’s households is the
computer. These electronic brains govern everything from meal preparation
and waking up the household to assembling shopping lists and keeping
track of the bank balance. Sensors in kitchen appliances, climatizing units,
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communicators, power supply and other household utilities warn the
computer when the item is likely to fail.

Computers also handle travel reservations, relay telephone messages,
keep track of birthday and anniversaries, compute taxes and even figure the
monthly bills for electricity, water, telephone and other utilities. Not every
family has its private computer. Many families reserve time on a city or
regional computer to serve their needs. The machine tallies up its own
services and submits a bill, just as it does with other utilities.

A home computer was a class of personal computer entering the
market in 1977 and becoming common during the 1980s. They were
marketed to consumers as accessible personal computers, more capable
than video game consoles. These computers typically cost much less than
business, scientific or engineering-oriented desktop personal computers of
the time, and were generally less powerful in terms of memory and
expandability. However, a home computer often had better graphics and
sound than contemporary business personal computers. Usually they were
purchased for education, game play, and personal use.

Advertisements for early home computers were rife with possibilities
for their use in the home, from cataloguing recipes to personal finance to
home automation, but these were seldom realized in practice as they
usually required the home computer user to learn computer programming.

Computers are used in the home even more today, and the line
between a “business” computer and a “home” computer has blurred, since
they typically use the same operating systems, processor architectures,
applications and peripherals.

Background

The home computer became affordable for the general public due to
the mass production of the microprocessor. Early microcomputers had
front-mounted switches and blinkenlights to control and indicate internal
system status, and were often sold in kit form. These kits would contain an
empty printed circuit board which the purchaser would fill with the
integrated circuits, other individual electronic components, wires and
connectors, and then hand-solder all the connections. In contrast, home
computers were designed to be used by the average consumer, not
necessarily an electronics hobbyist.

Early home computers such as Sinclair ZX80, and Acorn Atom
could be purchased in kit form (or assembled), other home computers were
sold only pre-assembled. They were enclosed in molded plastic cases,
which were attractive to consumers and lower cost than the metal card-cage
enclosures used for the Altair and similar computers. A keyboard was
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usually built into the case. Ports for plug-in peripheral devices such as a
video display, cassette tape recorders, joysticks, and (later) disk drivers
either were provided or available as add-on cards.

Usually the manufacturer would provide the entire peripheral devices
as extra cost accessories. Often peripherals were not interchangeable
between brands of home computer (or sometimes even between successive
models of the same brand).

To save the cost of a dedicated monitor, the home computer often
would have connected either directly or through an RF modulator to the
family TV set as video display and sound system.

Almost universally, home computers had a version of the BASIC
programming language in read-only permanent memory. One exception
was the Jupiter Ace, which had the Forth language built in. After the
success of systems like the RadioShack TRS-80, the Commodore PET and
the Apple2 in 1977, large numbers of new machines of all types began to
appear during the late 1970s and early 1980s.

Home computers competed with video game consoles. The markets
weren’t entirely distinct, as both could be used for games. A common
marketing tactic was to show a computer system and console playing
games side by side, then emphasizing the computer’s greater ability by
showing it running user-created programs, educational software, word
processing, spreadsheet and other applications while the game console
showed a blank screen or continued playing the same repetitive game.
During the peak years of the home computer market, scores of models were
produced, usually with little or no thought given to compatibility between
different manufacturers or even within product lines of one manufacturer.
The concept of a computer platform did not exist, except for the Japanese
MSX standard.

The introduction of the IBM Personal Computer in August 1981
would eventually lead to standardization in personal computers, largely due
to the system’s open architecture, which encouraged production of third-
party clones of the unit. While the Apple2 would be quickly displaced by
the IBM PC for office use, Apple Computer’s 1984 release of the Apple
Macintosh created a new model for the home computer which IBM-
compatible computers would eventually imitate.

Technology

The basic layout of a typical home computer system of the era
comprises the CPU/ keyboard unit, floppy disk drive, and dedicated color
monitor. Many systems also had a dot matrix printer for producing paper
output.
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Many home computers were superficially similar. Most had a
keyboard integrated into the case; sometimes a cheap-to-manufacture
chiclet keyboard in the early days, although full-travel keyboards quickly
became universal due to overwhelming consumer preference. Most systems
could use an RF modulator to display 20-40 column text output on a home
television. The use of a television set as a display almost defines the pre-PC
home computer. Although computer monitors were available for this
market segment, it was often a later purchase made after users had bought a
floppy disk drive, printer, modem, and the other pieces of a full system.
This “peripherals sold separately” is another defining characteristic of
home computers. Many first time computer buyers brought a base C-64
system home to find they needed to purchase a disk drive or Datassette to
be able to make use of it.

In the early 1980s, home computers were mostly based on 8-bit
microprocessor technology, typically the MOS Technology 6502 or the
Zilog Z80. A notable exception was the TT-99 series, announced in 1979
with a 16-bit TMS9900 CPU.

Processor clock rates were typically 1-2 MHz for 6502 based CPUs
and 2-4 MHz for Z80 based systems, but this aspect of performance was
not emphasized by users or manufactures, because the systems’ limited
RAM capacity, graphics capabilities and storage options were of primary
importance. Clock speed was considered a technical detail of interest only
to users needing accurate timing. To economize on component cost, the
same crystal used to produce colour television compatible signals was also
used for the processor clock. This meant processors rarely operated at their
full rated speed, and had the side-effect that European and North American
version of the same home computer operated at slightly different speeds
and different video resolution due to different television standards.

Many home computers initially used the then-ubiquitous compact
audio cassettes as a storage mechanism but they were notoriously slow and
unreliable. Most software for home computers remained sold on 5.25”
disks, however, 3.5” drives were used for data storage. Standardization of
disk formats was not common; sometimes even different models from the
same manufacturer used different disk formats. Various copy protection
schemes were developed for floppy disks but most were broken in short
order, so having a backup disk of vital application software was seen as
important.

In contrast to modern computers, home computers most often had
their OS stored in ROM chips. This made startup times very fast — no
more than a few seconds — but made upgrades difficult or impossible
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without buying a new unit. Usually only the most severe bugs were fixed
by issuing new ROMSs to replace the old ones. The user interface was
usually only a BASIC interpreter coupled to a character-based screen or
line editor, with applications performing all other OS duties themselves. As
multitasking was not common on home computers until the 1980s, this lack
of API support wasn’t of much importance. Application programs usually
accessed hardware directly to perform a specific task, often “switching out”
the ROM based OS to free the address space it occupied and maximize
RAM capacity. Most home computers loaded their Disk Operating System
(DOS) separately from the main OS. The DOS was only used to send
commands to the floppy disk drive and needn’t be loaded to perform other
computing functions. Many home computers also had a cartridge interface
which accepted ROM-based software. This was occasionally used for
expansion or upgrades such as fast loaders, and application software on
cartridge did exist, but the vast majority of cartridges were games.

MODULE IV. PROBLEMS AND PROSPECTS
Lesson 1. Will technical progress stop?

I Read and memorize the following words and word
combinations:
to surround — OKpyXaTh
handy — 30. TOCTYTIHBIH, IO pyKOi
wage — 3apaboTHas TIaTa
to substitute — 3aMeHSTD
network of wireless-connected computers — OecTpoBOIHAS
KOMITBIOTEPHAS CETh
to merge — CIIUBaThHCS
up-to-date — COBpeMEHHBIN, HOBCHIIIHIA
benefit — npeuMyI11IeCTBO, BBIr0/1a
foreseeable — mporno3upyemblii, MpeacKa3zyeMblil
vaccination record — 3alACU TIPUBUBAHUS

1I. Read and translate the text.

As the years go forward our life becomes faster, a lot of new
things appear, our mind develops and it cannot stop. It’s like a strong
river which never ends to run and it is rapidly spreading all over the earth.
Many centuries ago people even couldn’t imagine that we will be able to
exchange information using telephone, fax, Internet as long as they
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couldn’t think that there are a lot of planets except our Earth and that
people can fly there. If we think how everything had developed, how many
new things had appeared and how he minds of people had become so
wide we even won’t be able to understand it because nowadays we
cannot imagine our life without such inventions as lamps, ovens,
central heating and others. During the centuries people have been
inventing things to make our life easier. A great invention such as
transport plays one of the most important roles in our life. We live in
flats, can appear in any point of the Earth within a day, can say hello to
people who live in another point of the world. All those things are a
product of technical progress and it doesn’t stop to grow and develop.
Nowadays we live surrounded by machines and other inventions. With new
inventions we become happier because nearly everything is being made by
machines and not by ourselves. From day to day more and more new
things appear. And we don’t think about how the first inventions were
created. The only thing we know that we never will return to the life which
people lived a lot of centuries ago because there is no way back.

Everything is handy. We use at home vacuum cleaners to clean the
flat, ovens to cook, lifts to walk down in our houses, lamps to make our
flats light.... There are a lot of such things and we even don’t think about
when and where and who invented it. And it’s so simple and so dear to us
that we cannot live without it. Our century is a century of developing
informational connections. Faxes, TV, Internet, and Telephone became the
most popular ways of getting and sending information. One of the greatest
inventions of the century is computer. It’s the coup in the
technology. When Charles Babbage (1792-1871), Professor of
mathematics at Cambridge University invented the first calculating
machine in 1812 he could hardly have imagined the situation we find
ourselves today. Computer becomes like a brain of human but the only
thing it cannot do is to feel. Other things are easy to it. As everything
computers also develop. The possibilities of it are so wide. It can do more
than 500,000 sums in a fraction of a second. Programming became one of
the most useful and popular profession. Nowadays computers can pay
wages, reserve seats on planes, control sputniks, compose music. Also
everybody knows the words CD ROM, a means of storing information on a
disk to be read by a computer, e-mail, which becomes one of the ways to
exchange information, the Internet — a network that is a way to get
information, to communicate with people, to find everything you need.
More and more people become Internet users because we can do so
many things there: we can chat there, find job, pay bills, get music, buy
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something, find essays, learn the latest news, exchange information with
other people by e-mail and so on. It became a usual thing to be connected
to Internet. It attracts by a wide variety of different kinds of information
which is necessary to people. The main point of many inventions —
vacuum cleaners, which we use at home, radio, TV sets, mixers,
refrigerators, one of the most important thing in every flat — is that they all
appeared only after the invention of electricity. So the question of technical
progress is very wide but one thing is quite obvious — it won’t ever stop
and machines will continue substituting everything except the human
being.

Notes

1t’s the coup in the technology — 910 OB IEPEBOPOT B TEXHUKE.

11I. Give the Russian equivalents.

Spreading all over the earth, exchange information, nowadays,
central heating, great invention, technical progress, informational
connection, a fraction of a second, reserve seats on planes, a means of, a
wide variety of.

1V. Give the English equivalents.

Pactu  w  pa3BuBaThCs, MHOTO  BEKOB  Ha3ajJ,  CaMblid
pPactpOCTpaHEHHBIH CIOCO0 TOJNIYYEHUS ©  OTIPaBKH WHGOpPMAIUH,
BBIYUCITUTEIbHASL MAITHA, IPOTPAMMHPOBaHHE, OIUIaYNBATh CUETa, NCKATh
pedepaTsr, 0OMEHHBATHCI HHPOPMAIIHEH, H300peTEHNE IICKTPUIECTBA.

V. Complete the sentences.

1. Nowadays we live surrounded by . 2. We use at home vacuum
cleanersto  ,ovensto  ,liftsto  ,lampsto . 3. Our century is
a century of . 4. Faxes, TV, Internet, and Telephone became . 5.
Programming became . 6. Internet attracts users by __ which is
necessary to people.

VI. Answer the following questions.

1. What are the most important inventions of today? 2. How can we
exchange information? 3. Why is computer the greatest invention of the
century? 4. What is Charles Babbage famous for? 5. What can a modern
computer do? 6. What is the Internet useful for? 7. Why does the author
think that the technical progress won’t stop?

VII. Find in the text the information on:
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sthe history of computers;
sthe great inventions of humankind,
the difference between human brain and computers;

VIII. Do you agree with the author when he says that “the technical
progress won't stop and the machines will substitute everything except one
the human”? Prove it.

Lesson 2. The future of computers

I Read and memorize the following words and words
combinations:

advantage — IPEUMYIIIECTBO

development work — paboTa 10 CO31aHUIO

cost-eﬁ’ective — MOAXOISIINII IO LIEHE

to design — KOHCTPYHPOBATh, IPOEKTUPOBATH

incredibly — HEBepOSITHO

to approach — mpuOIMKATHCS

corresponding increase — COOTBETCTBYIOIIEE TIOBBIIICHUE

to accomplish — BBITIOTHATD

pictorially — rpaduuecku

to straighten out — pacroJIOKUTh TOJDKHBIM 00pa3oM

actually — Ha camMoM pene, GaKTHIECKH

to be in a fairly widespread use — IOBOJIBHO IIIHPOKO
UCTIOJIb30BATHCS

value — 1IeHHOCTh

1I. Read and translate the text.

During the past decade development work for extremely powerful
and cost-effective computers has concentrated on new architectures. In
place of “scalar” processors, the emphasis moved towards “vector” and
“parallel” processors, commonly referred to as “supercomputers”. These
machines are now in widespread use in many branches of science.
Vectorization of quark field calculations in particle physics has improved
performance by factors of ten or twenty compared with the traditional
scalar algorithms.

Computers must still be programmed for every action they take
which is a great limitation. How quickly the programmer can tell it what
to do becomes a major drag on computer speeds. The time lag can be
shortened by linking up different computers and designing more efficient
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ways to jam information in and pull it out of the machine, but the basic
limitation of the step-by-step program remains.

The incredibly rapid speeds we are approaching will be of little
value without a corresponding increase in the speed with which we can
get at the computer-generated information. A new approach, called
graphics, uses the cathode-ray tube — the picture tube of your TV set —
to display the information pictorially. A light pen — actually an electronic
pointer — can be touched to the screen, and conversation between man
and machine can be accomplished. For example, the computer can flash a
series of options on its screen. The scientist selects the one he wants by
touching it with a light pen. The great advantage of these so-called
graphic computers is in solving design problems and in coping with any
trial-and-error situation.

The graphic computer offers the most flexible means of
communication between man and machine yet developed. For example,
the designer can draw a car roof on the screen with his light pen. The
computer will do the mathematics required to straighten out the lines and,
in effect, present a draftsman’s version of the designer’s idea. The
computer will then offer a variety of options to the designer — “front
view”, “cross section”, and so on. All the designer needs to do is to touch
his light pen to the appropriate choice, and the computer does the rest.

Notes
Vectorization of quark field calculations in particle physics has improved
performance by factors of ten or twenty — BEKTOpPHU3aIlUs BBIUYHUCICHHUNA

KBapKOBOT'O T0JIs1 B KBAHTOBOM (hM3MKE MOBBICUIIO KAYECTBO U PE3yJIbTaTUBHOCTD
Hay4JHBIX uccienoanuii B 10 wmu 20 pas. To jam information in and pull it out of
the machine —aTo0BI C)XaTh HHPOPMAITHIO TIPY BBOJE U BBIBOJIC €€ M3 MAIIUHBI; il
coping with any trial-and-error situation — TPU BOCHPOU3BEACHUM JHOOOH
CUTYAIlMX METOJIOM I0I00pa.

111 Give the Russian equivalents.

Development work; powerful computers; in place of; in fairly
widespread use; the time lag; a great limitation; to design more efficient
devices; step-by-step; will be of little value; computer-generated
information; to display the information pictorially; a light pen; an
electronic pointer; a series of options; to solve design problems; the most
flexible means of communication; to straighten out the lines; the
designer’s idea; a draftsman’s version

1V. Give the English equivalents.
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B Teuenume mociemHEro JECATUIETHS; JOBOJBHO  HIMPOKO
UCIIONIB3YIOTCS; BpEeMsl 3ala3[IbIBaHUSl MOXKET OBITh COKpAIEHO; CXKaTb
MH(pOpMAINIO; TTOImAaroBasi IporpaMMa; HEBEPOSITHO BBHICOKHE CKOPOCTH;
KaTOOHO-y4deBass  TpyOka;  Oonee  3(deKkTuBHBIE  YCTPOKMCTBA;
9NEKTPOHHASA yKa3Ka; MOKa3blBaTh WHGpOpMaLuio rpaduiecku; Oobiioe
IPEUMYIIECTBO; HECTAHAAPTHAsl CHUTYAIWs; B PE3yJbTaTe; MOIXOISIIHN
BapMaHT, TaK HAa3bIBAGMBIH; 3aJaul  NPOEKTHPOBAHHUS,  CaMble
COBEpILEHHBIE CPEACTBA CBS3H.

V. Finds pairs of synonyms.

To calculate; a device; information; to display; to design;
development; to choose; appropriate; to accomplish; in place of; for
example; to link; to concentrate; to straighten out; an option; an idea; a
choice; for instance; a project; to focus; to carry out; to show; progress; to
compute; proper; an apparatus; to select; to smooth out; to connect;
instead of; data; to construct.

V1. Complete the following sentences.

1. The time lag can be shortened by linking up different computers
and designing more efficientto _and . 2. These machines are now in
fairly widespread use in many 3. Graphics uses the cathode-ray tube
to display the information 4. The great advantage of these so-called
graphic computers is in ___and in ___.5. The scientist selects the option
by touching it with a ___.6. The computer can flash a series of options on
its 7. All the designer needs to do is to touch his light pen to the
8. The graphic computer offers the most flexible means of
communication between man and machine yet _ .9. How quickly the
programmer can tell his computer what to do becomes a major drag on
_.10. Computers must still be programmed for every action they take
whichisa .

VII. Answer these questions.

1. What changes have taken place in development work for
extremely powerful computers during the past decade? 2. What kind of
processor is usually called a supercomputer? 3. What is a great limitation
of a computer? 4. How can the time lag be shortened? 5. What approach
can be used to display the information pictorially? 6. What is a light pen?
7. What is the great advantage of graphic computers? 8. What means of
communication between man and machine does the graphic computer
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offer? 9. What options can the computer offer to present a draftsman’s
version of the designer’s idea?

VIII. Read the texts without the dictionary. Retell them either in
Russian or in English.

Optical switches

Until now, the switches inside computers have been electronics.
European scientists are going to demonstrate the world’s first optical
computer. This demonstration will come 22 years after the theory behind
optical computers was first predicted by researchers from the computer
company IBM.

However, there is still a large gap between what theoretical
physicists believe can be done, and what electronic engineers know is
possible.

In theory, optical switches leave their electronic counterparts
standing. It is like comparing the speed of light with the speed of
electricity. Optical switches are so fast and yet so small that an optical
device of one square centimeter can resolve 100] separate spots of light
and each can be switched on and off at a speed of 30 nanoseconds. This
means that an optical device one square centimeter in area could, in theory
at least, handle 3x10 bits per second.

Notes

Leave their electronic counterparts standing — BO MHOTO pa3
MPEBOCXOJIST CBOU 3JIEKTPOHHBIE aHAJIOTH.

Who knew modern technology — cable technology — turns
thoughts into action!

Brown University has developed a computer system that allows a
paralyzed person to use thoughts to become actions. A cable is plugged into
electrodes in man’s head. This allows him to image movements which then
occur. He has moved a computer cursor, opened e-mail and turned on a
television. This is done with imagination and a computer program.

The results have been reported in an issue of the journal Nature.
Imagine the significance of this. Many people are paralyzed and unable to
function on a daily basis. This new technology holds out hope for many. At
this point, the patient is in a card loaded with electronics. A cable plugs into
the skull for the final connection to the patient. Brown University is hoping
to create a wireless implant device. The current implant senses brainwave
patterns when the patient thinks simple commands.
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The scientific community has been waiting years for this brain-wave
technology. They and we look forward to future developments.
Improvements will surely come and provide some relief to the patients who
quietly wait.

Lesson 3. Internet security

1 Discuss these questions.

1. What is a hacker?

2. How easy do you think it is to infiltrate the Internet and steal
sensitive information?

3. How can you protect your computer from viruses and spyware?

1l. Read the text quickly and see how many of your ideas from Ex. 1
Question 3 are mentioned in it?

111. Read the text carefully and answer these questions.

1. Why is security so important on the Internet? 2. What security
features are offered by Mozilla Firebox? 3. What security protocol is used
by banks to make online transactions secure? 4. How can we protect our
email and keep it private? 5. What methods are used by companies to make
internal networks secure? 6. In what ways can a virus enter a computer
system? 7. How does a worm spread itself?

There are many benefits from an open system like the internet, but
one of the risks is that we are often exposed to hackers, who break into
computer system just for fun, to steal information, or to spread viruses.
Originally, all computer enthusiasts and skilled programmers were known
as hackers, but during the 1990s, the term hacker became synonymous with
cracker — a person who uses technology for criminal aims. Nowadays,
people often use the word hacker to mean both things. In the computer
industry, hackers are known as white hats and crackers are called black hats
or darkside hackers.

So how do we go about making our online transactions secure?

Security on the Web. Security is crucial when you send confidential
information online. Consider, for example, the process of buying a book on
the Web. You have to type your credit card number into an order form
which passes from computer to computer on its way to the online
bookstore. If one of the intermediary computers is infiltrated by hackers,
your data can be copied.
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To avoid risks, you should set all security alerts to high on your web
browser. Mozilla Firefox displays a lock when the website is secure and
allows you to disable or delete cookies — small files placed on your hard
drive by web servers so that they can recognize your PC when you return to
their site.

If you use online banking services, make sure they use digital
certificates — files that are like digital identification cards and that identify
users and web servers. Also be sure to use a browser that is compliant with
SSL (Secure Sockets Layer), a protocol which provides secure transactions.

Email privacy. Similarly, as your email travels across the Net, it is
copied temporarily onto many computers in between. This means that it can
be read by people who illegally enter computer systems.

The only way to protect a message is to put it in a sort of virtual
envelope — that is, to encode it with some form of encryption. A system
designed to send email privately is Pretty Good Privacy, a freeware
program written by Phil Zimmerman.

Network security. Private networks can be attacked by intruders who
attempt to obtain information such as Social security numbers, bank
accounts or research and business reports. To protect crucial data,
companies hire security consultants who analyse the risks and provide
solutions. The most common methods of protection are passwords for
access control, firewalls, and encryption and decryption systems.
Encryption changes data into a secret code so that only someone with a key
can read it. Decryption converts encrypted data back into its original form.

Malware protection. Malware (malicious software) are programs
designed to infiltrate or damage your computer, for example, viruses,
worms, Trojans and spyware. A virus can enter a PC via a disc drive — if
you insert an infected disc — or via the Internet. A worm is a self-copying
program that spreads through email attachments; it replicates itself and
sends a copy to everyone in an address book. A Trojan horse is disguised as
a useful program; it may affect data security. Spyware collects information
from your PC without your consent. Most spyware and adware (software
that allows pop-ups — that is, advertisements that suddenly appear on your
screen) is included with “free” downloads.

If you want to protect your PC, don’t open email attachments from
strangers and take care when downloading files from the Web. Remember
to update your anti-virus software as often as possible, since new viruses
are being created all the time.

1V. Fill in the blanks.
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1. Users have to enter a to gain access to a network. 2. A
protects a company intranet from outside attacks. 3. A is a person
who uses their computer skills to enter computers and networks illegally. 4.

can infect your files and corrupt your hard drive. 5. You can

download from the Net; this type of software is available free of
charge but protected by copyright. 6. Encoding data so that unauthorized
users can’t read it is known as . 7. This company uses

techniques to decode (or decipher) secret data. 8. Most is designed to

obtain personal information without the user’s permission.

Lesson 4. Computer crimes
1. Read and translate the text.

The headlines tell us about computer crimes after they have been
discovered. Hackers are arrested for using telephone and credit card
numbers other than their own to acquire goods and money; someone with a
distinctly different sense of humor infects software with a virus that causes
fish to swim across the spreadsheet. Another someone changes all the
scholarship information in the financial office, and yet another uses the
company computer — on company time — to do a little freelance writing
or software development for an outside client. These are not jokes. These
are crimes.

Like most other technological advances, the computer is a tool, one
that can be used for good or ill. You can save time with computers, writing
better spelled and better typed papers. You can balance budgets, from the
personal to professional; input and store and process and output all kinds of
information; and send it around the world as fast as telephone lines and
satellites can carry it. You can use computers to spy. To lie and cheat. To
steal. To do harm.

Although peeking at someone’s private records may not seem a
heinous crime, electronic trespass is a crime. Peekers who gain access to a
co-worker’s personal file or to a neighbour’s checking account records are
trespassing, just as they would be if they were physically in the bank. They
have entered another’s computer system or file without permission —
hence, illegally.

The problem of trespassing is compounded when data is altered or
destroyed. Although there may sometimes be no intent to alter data and the
changes are only the result of striking the wrong key, this is a very rare
occurrence. In most cases, the trespasser has something to gain from the
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alterations. The gain may be real, as in stealing company secrets for
example. The gain may be strictly personal and vengeful: changing hospital
records or credit ratings, destroying social security records, or inserting
false and defamatory information in a personal file. These crimes are
serious, and they are costly.

Electronic funds transfers take money from one account and move it
to another. Banks do this when authorized by legitimate customers. But
bank employees have also been known to do it without authorization,
directing the funds into their own accounts. The transfer of a million dollars
will be quickly noted, but transfer of one-tenth of a cent from every
customer’s monthly interest will not — and those fractional cents can
quickly add up to many dollars.

Business and industry also have much to lose through electronic
trespass. Information about new products, stock transfers, plans to acquire
another company and other proprietary information can be worth millions
of dollars to the company or its competitors.

The danger of computer’s misuse increases. We have an obligation
to use computers responsibly — in ways that are not harmful to the society
in which we live and work.

11, Look at the list of cybercrimes and discuss these questions.

1. Which crimes are the most dangerous? 2. Is it fair or unfair to pay
for the songs, videos, books or articles that you download? Should
copyright infringement be allowed online? 3. What measures can be taken
by governments to stop cybercrime? 4. Do you think governments have the
right to censor material on the Internet? 5. Personal information such as our
address, salary, and civil and criminal records is held in databases by
marketing companies. Is our privacy in danger?

Cybercrimes

ePiracy — the illegal copy and distribution of copyrighted software,
games or music files

*Plagiarism and theft of intellectual property — pretending that
someone else’s work is your own

*Spreading of malicious software

*Phishing (password havesting fishing) — getting passwords for
online bank accounts or credit card numbers by using emails that look like
they are from real organizations, but are in fact fake; people believe the
message is from their bank and send their security details

*IPspooning — making one computer look like another in order to
gain unauthorized access
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*Cyberstalking — online harassment or abuse, mainly in chat rooms
or newsgroups
*Distribution of indecent or offensive material

1II. Write a summary of your discussion on PowerPoint and present
it to the rest of the class.

Lesson 5. Computer games in education

1. Read the title of the text, which gives you an idea of what it is
about. Before you read the text, think of some ways in which computer
games might have educational benefits for children. Make a list of at least
three of them.

11, Read the text to see if you agree with the experts.

Computer games have come a long way since Pong, a high tech
version of table tennis, became the first to hit the screen in 1972. The vast
majority of children now regularly play games on the computer. One
research has suggested that a fifteen-year-old teenager devotes 30 hours a
week to them, though the majority are moderate consumers.

What does it do to young minds?

For years concern has been expressed by parents and teachers about
the effect of computer games on the moral and mental make-up of the next
generation. Some have warned that a relentless diet of whiz-bang “shoot-
‘em-ups” fosters antisocial behaviour, even playground violence. Others
believe that the age of the zombie is upon us.

But expert opinion is shifting radically. Psychologists in America
and Britain now suggest that while computer games hold some dangers for
children, they also provide opportunities their parents never enjoyed to
amplify powers of concentration and memory. Researchers have also
highlighted the positive response of children to the way computer games
reward success, thereby spurring them on to look for greater challenges if
the same attitude is applied to school work. A leading academic at the
University of Washington has never claimed that children think differently
when they play computer games, learning to deal with problems in parallel
rather than in sequence. In effect, children are being trained to tackle
problems in a fashion which is not only more rapid but also more effective.
In the long term, the facility that game players develop with computer
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graphics could help much in future career. It could, for example, be of
particular benefit to children who go on to become engineers or scientists.

Games are also now being developed for pre-school children to
encourage reading and writing skills. At Lanterns, a private nursery in east
London, computer games make up part of the syllabus. Each week its
sixteen pupils — the youngest aged two — are treated to a whirlwind tour
of cyberspace. Every day the pupils attend a special class, such as dance or
drama, on Tuesdays they have a computer work-shop where they spend an
hour playing games. All the children love it. There is no technophobe
among them.

11, Look back at the text and complete the phrases below.

1. increase children’s power of

2. potentially have a positive effect on children’s by encouraging
___look for greater challenges when they complete tasks;

3. game players think _and learn to deal with problems more

4. familiarity with ___ could be useful for __;

S.canhelp  tolearn .

IV. In a paragraph of 70-90 words summarise the educational
benefits of computer games, according to the author.

Lesson 6. Talking to computers

1L Read the text about voice-controlled computers. Does the writer
believe that natural conversation with a computer is a real possibility for
the future?

One of the shared assumptions in computer research is that talking to
computers is a really great idea. Such a good idea that speech is regarded as
the natural interface between human and computer.

Each company with enough money to spare and enough egoism to
believe that it can shape everyone’s future now has a “natural language”
research group. Films and TV series set in the future use computers with
voice interfaces to show how far technology has advanced from our own
primitive day and age. The unwritten assumption is that talking to your
house will in the end be as natural as shouting at your relatives.

The roots of this delusion lie in the genuine naturalness of spoken
communication between humans. Meaning is transferred from person to
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person so effortlessly that it must be the best way of transferring
information from a human to another object.

This view is misguided on many different levels. First people are so
good at talking and at understanding what others say because they share a
common genetic heritage. Children’s brains are hard-wired with a general
language structure that their surrounding spoken-word environment
suggests. The old view that language is learned by copying parents and
other adults has been discredited in recent years, to be replaced by the
theory that words are attached to a way that grammar “emerges”, as it were,
rather than is taught.

This view of human language, added to human experience, shows
how people understand each other in a conversation where a transcript
would make little sense. Unfinished sentences, in-jokes, catchphrases,
hesitation markers like “er” and “you know”, and words whose meaning is
only clear in the context of that one conversation are no bar to human
understanding, but baffled early attempts at computer speech recognition.

Recent advances in artificial intelligence address the problem but
only in part.

Linguistic research has revealed much of the underlying structure of
human language. Programmers can now mimic that structure in their
software and use statistical and other techniques to make up for the lack of
shared experience between operator and machine.

Some of the obvious drawbacks of universal voice control have
already been encountered. The dreadful prospect of an office full of people
talking to their machines has brought about the headset and the throat
microphone; these also address the fact that people feel ridiculous talking to
something which is non-human. The increasing sophistication of voice-
processing and linguistic-analysis tools cut out the dangers in inaccurate
responses to input, preventing the computer from having to respond to
every single word uttered, no matter how nonsensical it is in the overall
context.

The fundamental objection to natural language interfaces is that they
are about as unnatural as you can get. You might be able to order a
computer about in its limited sphere of action, but it’ll never laugh at your
jokes, make sarcastic comments or do many other things that make real
human conversation so fascinating. If interaction is limited to didactic
instruction from human to computer, why use up valuable processing time
performing the immensely difficult task of decoding language correctly? To
keep your hands free? From what, precisely?
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There’s another psychological reason why language control is
difficult: people that are not accustomed to giving crisp orders and expect
them to be obeyed.

Controlling a computer by word power works best if you imitate a

drill sergeant, avoiding all “could you’s” and “would you mind’s” that most
of us use when trying to make someone do something they’d rather not do.

11, Answer the following questions.

1. Which word shows that the writer disapproves of the aims and
attitudes of large companies? 2. What does the writer mean using the
phrases “shared assumptions” and “the unwritten assumptions” when
describing how computer researchers view natural language? 3. What has
caused “delusion” of researchers? 4. Why do people have no difficulty in
understanding one another? 5. What happened to the view that children
acquire language by means of imitation? 6. Which phrase summarizes the
fundamental problem faced by programmers? 7. How does the writer feel
that communication with computers will always be limited? 8. What does
the writer imply about attitudes of drill sergeants?

1II. Improvements in communication technology mean that people
are becoming isolated from one another. Do you think it might be true?
What could be done to deal with the problem?

Lesson 7. Will our children read books?

1. Look at the title of the text. What arguments do you think the writer
might use to answer the question?

11, Read the text quickly to see if your ideas were included.

Before describing the hierarchy of the arts in the 21% century, it is
sensible to recall the experts’ forecast for the 20" century. The headline
stories were the rise of cinema and then television. And this success, it was
assumed, would mean failure for older forms of entertainment and
information. Since the 1950s, commentators have frequently predicted that
these two new visual giants would eventually destroy theatre, radio,
newspapers and books by taking over the functions of these earlier forms or
eroding the time available for enjoying them.

In fact, despite the advent of multi-channel, 24-hour TV and multi-
screen movie theatres, one can say that only two cultural forms have died in
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the past 100 years — concert hall and the letter — and the second of these
was killed, not by television but by the telephone, before being somewhat
restored by the inventions of the fax machine and e-mail. So cultural story
of the 20™ century — an epoch of electronic invention and mechanical
radicalism — has unexpectedly been that of the durability of traditional and
particularly printed forms.

Looking forward then, we should be aware of pessimism’s poor
record. The book, for example, seems as obvious a candidate for
redundancy now as it has since the middle of the 20" century. Where
people previously assumed, they now point to computer literacy as the
executioner. Yet the book, to an extraordinary degree, has learned to
coexist with its visual rivals.

Most Hollywood projects derive from novels: often trashy ones, but
also the classics. And not only do movies and television series descend
from books, but almost routinely, they return to them as nearly every screen
product has its origin in book. It all suggests that the desire of the viewer to
follow the visual experience with a print experience is even more tenacious
than ever.

The threat to the conventional book in the 21* century is thought
subtly different. Where the first challengers were alternatives to reading,
the current ones are alternative ways of reading: CD-ROM, computer disk,
the Internet, recorded books. The smart money would bet that the standard
home or library reference book is going the way of D for Dodo simply
because the new technology can make information more visually appealing.
But, with regard to fiction, it seems a reasonable assumption that the
portability of the standard book and the aesthetic affection that established
readers still have for it as a product will confound pessimism in the future.

In fact, the arts most vulnerable to change, at least in Britain, are
television and theatre. This is because both depend on state subsidy: a
political idea, which must be regarded as highly unlikely to see out the next
century. The effect of this will be the increased commercialism of both
television and theatre. The casualties will be new theatre writing, the riskier
classical repertoire and high-quality television journalism and drama for a
general audience, although the last two of these may survive on cable
subscription to the middle classes. The rise of television in the 20™ century
may not, as feared, have killed the book, but the continuing rise of popular
television through the 21% century will kill high quality television

programming.
The 20™ century was starting both for emergence of three new mass
cultural pursuits — television, cinema and computers — and for the
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survival of the existing ones. This then is the big question for the 21
century. Do we now have our full cultural hand? Might it expand further?
Or will there be a showdown between the old and the new? And will our
children no longer read books?

11I. Answer these questions.

1. What factors could bring about change to “older forms of
entertainment and information”? 2. What is the meaning of “advent” in this
text? 3. What was the unexpected effect of the fax machine and e-mail? 4.
What does the author mean when he mentions the durability of printed
forms of communication? 5. How have assumptions about what might
discourage people from reading changed? 6. In which way are films
actually encouraging people to read? 7. How is the threat to books in the
21° century seen as different from the 20™ century? 8. What is the writer’s
view about the future of books, and why? 9. What is the big question of the
21* century? 10. Why do pessimists think people would stop reading
books, and why have books survived, according to the writer?

1V. How would you answer the question “Will our children read
books?”

V. Discuss the two statements and decide which you agree with.

1) “The development of technology and mass media has given young
people today a far greater awareness and understanding of culture than their
parents.”

2) “People spend so much more time nowadays involved in passive
leisure pursuits such as watching television and playing computer games
that they have far less interest in cultural activities than their parents and
grandparents.”

SUPPLEMENTARY READING

1. Science graduates

Business leaders called today for science graduates to be given a
bursary of J1, 000 to help boost the number of specialist workers as the UK
gears up for a new “industrial revolution”. The CBI' urged the Government
to do more to persuade youngsters to study science subjects, tackling the
including “misconceptions” about careers in technology and engineering
companies. More specialist science teachers were needed, school building
and labs should be improved to make the subjects more attractive and
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careers advice must be upgraded with J120 million of new funding, urged
the business group.

Director general Richard Lambert said youngsters were doing better
than ever in science tests at the age of 14, but “hardly any” were going on to
study Triple Science at GCSE? level in England. “We need to create an
environment in schools that reflects the importance of science, and the
value of studying it. We also need to send an unambiguous message to
young people who are good at science that science as a career can be
fascinating and worthwhile, and will reward you well.” With Mr. Lambert’s
aid the UK could be on the verge of a new industrial revolution because of
huge new projects such as the J16 billion London Crossrail scheme and the
prospect of new nuclear power stations. “The question is whether our
fellow citizens will do more than just pour concrete,” said Mr. Lambert,
adding that the Crossrail project alone will create jobs for thousands of
workers with engineering skills.

The CBI said bright children should automatically be entered for
Triple Science at GCSE level, currently taken by just 7% of 16-year-olds.
The policy would affect 250,000 14-year-olds every year and would tackle
the problem of so many young people “missing out” on a raft of potential
careers, Mr. Lambert argued.

The CBI said bursaries of J1,000 should be given to graduates taking
science, technology, engineering and maths degrees to help them pay their
tuition fees, at a total cost of around J200 million a year.

Science graduates earned at least J60, 000 more over their lifetimes
and were in demand, even before the new engineering projects planned in
the UK, said the CBI. “If we don’t act we will miss a terrific opportunity
and will find ourselves with real problems recruiting skilled workers,” said
Mr. Lambert.

An estimated two million extra skilled jobs will be created by the
year 2014 in the UK, but firms were already being hit by a shortage of
suitably qualified staff, said the CBI. Professor Alan Smithers of the Centre
for Education and Employment Research at Buckingham University said:
“The CBI is pushing at an open door. The Government has introduced an
entitlement from this September. The problem it has is there are not enough
physics teachers.”

The problem schools have is in fitting three subjects into a two-
subject slot. The separate sciences have continued to thrive in independent
schools because their pupils are able to choose any combination at GCSE
and do not have to do all three. It could be that state school pupils should
be allowed the same freedom as their independent counterparts.
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Schools minister Jim Knight said that from September all pupils
achieving at least level six at key stage three will be entitled to study triple
science GCSE, for example, through collaborative arrangements with other
schools. “We think this is the most practical way of building capacity in
schools and developing our most promising scientists.

“Increasing the number of young people choosing to study science
into higher education is a top priority and it is our goal that every student
with the capability should have the option of studying triple science.

“However, we don’t agree that they should be automatically opted.”

Notes

.the CBI — The Confederation of British Industry (CBI) is the premier
lobbying organisation for UK business.

2.GCSE - The General Certificate of Secondary Education (GCSE) is the
name of an academic qualification awarded in a specified subject, generally taken
in a number of subjects by students aged 13-16 in secondary education in England,
Wales, and Northern Ireland.

2. Bill Gates

William Henry “Bill” Gates III was born in Seattle, Washington, in
1955.

He is an American business executive, author, chairman and chief
executive officer of the software company Microsoft Corporation. Gates
was the founder of Microsoft in 1975 together with Paul Allen, his partner
in computer language development. While attending Harvard in 1975,
Gates together with Allen developed a version of the BASIC' computer
programming language for the first personal computer.

In the early 1980s, Gates led Microsoft’s evolution from the
developer of computer programming languages to a large computer
software company. This transition began with the introduction of MS-
DOS?, the operating system for the new IBM? Personal Computer in 1981.
Gates also led Microsoft towards the introduction of application software
such as the Microsoft Word Processor.

He is ranked consistently one of the world’s wealthiest people and
the wealthiest overall as of March 2009. During his career at Microsoft,
Gates held the positions of CEO* and chief software architect, and remains
the largest individual shareholder with more than 8 percent of the common
stock. He has also authored or co-authored several books.

Bill Gates stepped down as chief executive officer of Microsoft in
January, 2000. He remained as chairman and created the position of chief
software architect. In June, 2006, Gates announced that he would be
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transitioning from full-time work at Microsoft to part-time work and full-
time work at the Bill & Melinda Gates Foundation. He gradually
transferred his duties to Ray Ozzie, chief software architect and Craig
Mundie, chief research and strategy officer. Gates’s last full-time day at
Microsoft was June 27, 2008. He remains at Microsoft as non-executive
chairman.

Notes

'BASIC — cokp. ot Beginners All-purpose Symbolic Instruction Code —
Belicuk (A3bIK TPOTrPaMMUpPOBAHMSA BBICHIETO yPOBHSA, MCIOJIB3yEMBIH B
[POrPaMMHUPOBAHHMH JIsL TIPOCTHIX BHIYMCIICHHIA);

*MS-DOS — cokp.ot Microsoft Disk Operation System — nuckoBas
OTIepaIlMOHHAs CUCTEMa KOMITaHUU «Maiikpocodty;

3IBM — cokp. ot International Business Machine— xommnanus IBM —
[POM3BOAUTENb  AIlapaTHOTO W  HPOTPAMMHOTO  OOCCIEUCHHs, a TaKKe
HPHHAIEKAIIAS el TOProBasi Mapka,

*CEO — cokp. ot Chief Executive Officer — (rIaBHBIi) HCIIOMHATEIBHEIH
JIUPEKTOP; TCHEPAITBHBIA TUPEKTOP (KOPIIOPAITHH)

3. Simple Windows tweaks to improve performance

Windows XP and Vista are excellent operating systems, but the
default settings they are installed with do not necessarily promote the
optimum performance of your computer system. Some machines are
powerful enough that there is no noticeable performance trade-off in
running Windows as installed, however, many if not most systems could
see a big increase in performance by simply tweaking Windows for best
performance.

Additionally, over time, Windows can become sluggish due to
cluttered computer memory, loads of application programs, pop-ups,
viruses, and spyware. The following are some simple steps you can take to
improve your Windows experience:

1. Regularly Install Software Patch Updates. Microsoft frequently
provides software patches and updates to improve performance and remove
defects in its programs. Ensure that you have the latest patches and updates
for your operating system. Check Microsoft Windows Update for the latest
patches and updates available.

2. Run Fewer Applications at the Same Time. Sometimes little things
like simply changing the way you use your computer can have a decent
impact on the performance of Windows. If you typically run several MS
Office programs at the same time, have multiple Internet Browser windows
open at the same time, are chatting and emailing with friends, all the while
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listening to music at the same time, you will be eating up a large chunk of
your PCs resources thus slowing performance down significantly. Look for
ways to reduce your own multi-tasking to increase your overall Windows
speed and performance.

3. Delete the Temporary Files in your Operating System. Over time
the Windows Temp directory can get filled up with application files that it
stores there regularly. Large amounts of data and files can accumulate in
this directory and have an impact on the performance of your operating
system. The best way to find and delete these temp files is to go to your
Windows Explorer and do a search of your local disk C: for all temp files.
Just enter *.tmp into the search box and press Enter. Sort by the Date
Modified tab at the top and delete any temp files that are older than a few
weeks.

4. Get Rid of That Annoying Windows Messenger at Startup.
Windows, by default, will load this program every time you boot up your
system. If you do not use this program or do not want it to load
automatically, it can be extremely frustrating to disable it. Here is what you
need to do to disable it: Go to the Group Policy Editor by clicking Start,
then Run and typing gpedit.msc into the text box and click OK. Scroll
down the menu to Local Computer Policy, then select Computer
Configuration followed by Administrative Templates, next select Windows
Components and finally Windows Messenger. You will next change the
settings in Do not allow Windows Messenger to be run and Do not
automatically start Windows Messenger initially by double clicking on
each one and selecting Enabled. Simply reboot your system and you will no
longer be bothered by the auto start of Windows Messenger.

5. Defragment Your Computer Hard Drive Weekly. Windows speed
and performance can diminish over time due to delays in accessing your
files and programs on the hard drive. The cause of this is defragmentation
of the file structure on your hard drive by saving and deleting files, creating
and deleting folders, and installing and uninstalling programs. Windows
operating systems come equipped with a defrag tool which you can access
by clicking Start, then All Programs. Find and click Accessories, then
select System Tools and click on Disk Defragmenter. Again, ensure to
perform this task weekly or setup automatic scheduling of this task to be
performed by Windows weekly if it is not already setup to do so.

4. Considerations before buying new computer hardware
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While software is needed to make any hardware useful, without the
correct hardware your software may not run efficiently or even at all.
Therefore you should purchase your computer hardware with care.

Before buying computer hardware, you have a number of things to
consider.

Perhaps the most important thing you must think about is what
benefits you want the new hardware to bring to you. You cannot choose the
right hardware unless you know exactly what you want it to do for you.

Once you have listed the key hardware investments you could make,
prioritise them and see which you can afford now, and which can wait.

Then make sure any new hardware is compatible with existing
computer equipment. You may need to upgrade or replace some of your
current equipment to make the most of your new investments. Investigate
the costs, as it may be cost-effective to install a whole new system.

Don’t just focus on your current needs — look at your plans for the
future and any expansion this might involve. Ideally you should develop an
IT strategy to cover your needs for new systems over a period of about five
years. Bear in mind that, if you decide to invest in new software, your
hardware may need upgrading in order to run it.

Choosing desktop computer hardware you should know that there are
two types of computer that you might need for your needs — desktop PCs
and laptops.

If you carry out all your work in one place, a desktop computer will
meet your needs and will offer the best price for a given level of
performance. Desktop PCs are generally more durable than laptops.

Desktop PCs can generally be repaired and upgraded by local PC
shops using standard off-the-shelf components. This can extend their life
considerably. Laptops are more difficult to repair and may need to be
returned to the supplier. If you need to use a computer while away from
your home, a laptop can be invaluable.

Printers are essential for most businesses. There are three basic types
of printer. Laser printers produce colour or black and white pages and are
suitable for most printing needs. They are more expensive than other types
of printers but are more economical if you do lots of printing and are
relatively fast. Inkjet printers are used for either colour or black and white
printing. Some inkjet printers can produce photographic quality images.
Although cheap to purchase, inkjet supplies, like paper and ink, make them
expensive per page printed. They are also slower than comparable laser
printers. Impact printers, such as dot matrix printers, are now rarely used
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except for special purposes, e.g. for printing forms used with accounts
packages.

Scanners are used to capture images digitally. They can be useful in
an office for storing content digitally that is only available in print and for
extracting text from documents such as books. Scanners can be connected
directly to a desktop PC. If you need a printer, a photocopier, a fax machine
and perhaps a scanner you should buy a multi-function device. These have
several advantages: the total cost may be lower than the combined cost of
separate units and it saves desk space. Disadvantages of such devices are
that they may not deliver all the performance available from separate units
and, if they fail, you lose all the functions at once and will need to replace
the entire unit.

5. Introduction to quantum computer operation

The massive amount of processing power generated by computer
manufacturers has not yet been able to quench our thirst for speed and
computing capacity. In 1947, American computer engineer Howard Aiken
said that just six electronic digital computers would satisfy the computing
needs of the United States. Others have made similar errant predictions
about the amount of computing power that would support our growing
technological needs. Of course, Aiken didn’t count on the large amounts
of data generated by scientific research, the proliferation of personal
computers or the emergence of the Internet, which have only fueled our
need for more, more and more computing power.

Will we ever have the amount of computing power we need or
want? If, as Moore’s Law states, the number of transistors on a
microprocessor continues to double every 18 months, the year 2020 or
2030 will find the circuits on a microprocessor measured on an atomic
scale. And the logical next step will be to create quantum computers,
which will harness the power of atoms and molecules to perform memory
and processing tasks. Quantum computers have the potential to perform
certain calculations significantly faster than any silicon-based computer.

Scientists have already built basic quantum computers that can
perform certain calculations; but a practical quantum computer is still
years away.

You don’t have to go back too far to find the origins of quantum
computing. While computers have been around for the majority of the
20" century, quantum computing was first theorized less than 30 years
ago, by a physicist at the Argonne National Laboratory. Paul Benioff is
credited with first applying quantum theory to computers in 1981. Benioff
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theorized about creating a quantum Turing machine. Most digital
computers, like the one you are using to read this article, are based on the
Turing theory.

Defining the quantum computer

The Turing machine, developed by Alan Turing in the 1930s, is a
theoretical device that consists of tape of unlimited length that is divided
into little squares. Each square can either hold a symbol (1 or 0) or be left
blank. A read-write device reads these symbols and blanks, which gives
the machine its instructions to perform a certain program. Does this sound
familiar? Well, in a quantum Turing machine, the difference is that the
tape exists in a quantum state, as does the read-write head. This means
that the symbols on the tape can be either 0 or 1 or a superposition of 0
and 1; in other words the symbols are both 0 and 1 (and all points in
between) at the same time. While normal Turing machine can only
perform one calculation at a time, a quantum Turing machine can perform
many calculations at once.

Today’s computers, like a Turing machine, work by manipulating
bits that exist in one of two states: a 0 or a 1. Quantum computers aren’t
limited to two states; they encode information as quantum bits, or qubits,
which can exist in superposition. Qubits represent atoms, ions, photons or
electrons and their respective control devices that are working together to
act as computer memory and a processor. Because a quantum computer
can contain these multiple states simultaneously, it has the potential to be
millions of times more powerful than today’s most powerful
supercomputers.

This superposition of qubits is what gives quantum computers their
inherent parallelism. According to physicist David Deutsch, this
parallelism allows a quantum computer to work on a million
computations at once, while your desktop PC works on one. A 30-qubit
quantum computer would equal the processing power of a conventional
computer that could run at 10 teraflops (trillions of floating-point
operations per second). Today’s typical desktop computers run at speeds
measured in gigaflops (billions of floating-point operations per second).

Researchers at IBM — Almaden Research Center — developed
what they claimed was the most advanced quantum computer. The 5-
qubit quantum computer was designed to allow the nuclei of five fluorine
atoms to interact with each other as qubits, be programmed by radio
frequency pulses and be detected by NMR instruments similar to those
used in hospitals. Led by Dr. Isaac Chuang, the IBM team was able to
solve in one step a mathematical problem that would take conventional
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computers repeated cycles. The problem, called order-finding, involves
finding the period of a particular function, a typical aspect of many
mathematical problems involved in cryptography.

Qubit control

Computer scientists control the microscopic particles that act as
qubits in quantum computers by using control devices.

Ion traps use optical or magnetic fields (or a combination of both)
to trap ions.

Optical traps use light waves to trap and control particles.

Quantum dots are made of semiconductor material and are used to
contain and manipulate electrons.

Semiconductor impurities contain electrons by using “unwanted”
atoms found in semiconductor material.

Superconducting circuits allow electrons to flow with almost no
resistance at very low temperatures.

Today’s quantum computers

Quantum computers could one day replace silicon chips, just like
the transistor once replaced the vacuum tube. But for now, the technology
required to develop such a quantum computer is beyond our reach. Most
research in quantum computing is still very theoretical.

The most advanced quantum computers have not gone beyond
manipulating more than 16 qubits, meaning that they are far from
practical application. However, the potential remains that quantum
computers one day could perform, quickly and easily, calculations that
are incredibly time-consuming on conventional computers. Several key
advancements have been made in quantum computing in the last few
years. Let’s look at a few of the quantum computers that have been
developed.

2000. In March, scientists at Los Alamos National Laboratory
announced the development of a 7-qubit quantum computer within a
single drop of liquid. The quantum computer uses nuclear magnetic
resonance (NMR) to manipulate particles in the atomic nuclei of
molecules of trans-crotonic acid, a simple fluid consisting of molecules
made up of six hydrogen and four carbon atoms. The NMR is used to
apply electromagnetic pulses, which force the particles to line up. These
particles in positions parallel or counter to the magnetic field allow the
quantum computer to mimic the information-encoding of bits in digital
computers.

2001. Scientists from IBM and Stanford University successfully
demonstrated Shor’s Algorithm on a quantum computer. Shor’s
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Algorithm is a method for finding the prime factors of numbers, which
plays an intrinsic role in cryptography. They used a 7-qubit computer to
find the factors of 15. The computer correctly deduced that the prime
factors were 3 and 5.

2005. The Institute of Quantum Optics and Quantum Information at
the University of Innsbruck announced that scientists had created the first
qubyte, or series of 8 qubits, using ion traps.

2006. Scientists in Waterloo and Massachusetts devised methods
for quantum control on a 12-qubit system. Quantum control becomes
more complex as systems employ more qubits.

2007. Canadian company D-Wave demonstrated a 16-qubit
quantum computer. The computer solved a sudoku puzzle and other
pattern matching problems. The company claims it will produce practical
systems. Skeptics believe practical quantum computers are still decades
away, that the system D-Wave has created isn’t scaleable, and that many
of the claims on D-Wave’s Web site are simply impossible.

If functional quantum computers can be built, they will be valuable
in factoring large numbers, and therefore extremely useful for decoding
and encoding secret information. If one were to be built today, no
information on the Internet would be safe. Our current methods of
encryption are simple compared to the complicated methods possible in
quantum computers. Quantum computers could also be used to search
large databases in a fraction of the time that it would take a conventional
computer. Other applications could include using quantum computers to
study quantum mechanics, or even to design other quantum computers.

But quantum computing is still in its early stages of development,
and many computer scientists believe the technology needed to create a
practical quantum computer is years away. Quantum computers must
have at least several dozen qubits to be able to solve real-world problems,
and thus serve as a viable computing method.

Notes

To quench our thirst — yTOTUTE HAITY XXXy, similar errant predictions —
MoJ00HBIE pacIUTbIBUATHIE TMpejcKa3aHust; have only fueled our needs — mamo
HOBBI MMIYJIBC HAIIUM TOTpeOHOCTAM; Will harness the power of atoms and
molecules — 3aIeWCTBYIOT DHEPTUIO aTOMOB W MOJEKYH; is credited with first
applying quantum theory — TIpU3HAeTCS TEPBBHIM, KTO TPUMEHWJ KBAHTOBYIO
TEOPHIO; Superposition — COBMELIEHHOE COCTOsHUE; multiple states —
MHOTOKpaTHBIE COCTOSIHMS; trans-crotonic acid — TpaHC-KPOTOHHAs KHCJIOTa;
fluorine — ¢rop; prime factors — OCHOBHBIC MHOXHUTCIH; [on trap — WOHHAs
JIOBYIIIKA.
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6. Computerized tomography

It is an imaging technique which uses an array of detectors to
collect information from a beam that has passed through an object (for
example, a portion of the human body). The information collected is then
used by a computer to reconstruct the internal structures, and the resulting
image can be displayed — for example, on a television screen. The
technique relies on the fact that wave phenomena can penetrate into
regions where it is impossible or undesirable to introduce ordinary probes.

In medicine, computerized tomography represents a noninvasive
way of seeing internal structures. In the brain, for example, computerized
tomography can readily locate tumors and hemorrhages, thereby
providing immediate information for evaluating neurological
emergencies. Another advantage of computerized tomography is three-
dimensional reconstruction. It is most useful in cases of fracture of the hip
or facial bones, helping the surgeon to do reconstructive surgery. Other
medical imaging techniques that make use of computerized tomographic
methods include magnetic resonance imaging, positron emission
tomography, and single-photon emission tomography.

After the success of computerized tomography in medicine, its
possibilities in other fields were quickly realized. In the earth,
atmospheric, and ocean sciences it has supplemented, but no means
replaced, older methods of remote sensing. Seismic tomography is now an
important tool for investigating the deep structure of the Earth, testing
theories such as plate tectonics, and exploring for oil. Ocean acoustic
tomography is applied to physical oceanography, climatology, and
antisubmarine warfare. Atmospheric tomography finds applications to
weather, climate and the environment.

Notes

Plate tectonics — TeKTOHHKA TUTAT (COBPEMEHHAS T€0JIOTHUECKAs TEOPHS O
JIBIDKEHUH 3¢MHOW KOPHI 1 MAHTHH)

7. Character recognition

The process of converting scanned images of machine-printed or
handwritten text (numerals, letters, and symbols) into a computer-
processable format also known as optical character recognition (OCR). A
typical OCR system contains three logical components: an image scanner,
OCR software and hardware, and an output interface. The image scanner
optically captures text images to be recognized. Text images are processed
with OCR software and hardware. The process involves three operations:
documents analysis (extracting individual character images), recognizing
these images (based on shape), and contextual processing (either to
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correct misclassifications made by the recognition algorithm or to limit
recognition choices). The output interface is responsible for
communication of OCR system results to the outside world.

Commercial OCR systems can largely be grouped into two
categories: task-specific readers and general-purpose page readers. A task-
specific reader handles only specific document types. Some of the most
common task-specific readers read bank checks, letter mail, or credit-card
slips. General-purpose page readers are designed to handle a broader
range of documents such as business letters, technical writings and
newspapers.

Notes

General-purpose page reader — YHUBEpCAIIbHOE YCTPOHCTBO IS
CUMTbIBAHUSA CTPAHUL]

8. Plastic logic e-newspaper

Plastic Logic, a spin-off company from the Cambridge University’s
Cavendish Laboratory, has recently released its design of a future electronic
newspaper reader. This lightweight plastic screen copies the appearance, but
not the feel, of a printed newspaper. This electronic paper technology was
pioneered by the E-Ink Corporation and is used in the current generation Sony
eReader and Amazon.com’s Kindle. Plastic Logic’s device, yet to be named,
has a highly legible black-and-white display and a screen more than twice as
large compared to current versions available on the market.

Plastic Logic’s new device has an A4 sized display, can be
continually updated via a wireless link, and can store and display hundreds
of pages of newspapers, books, and documents. Richard Archuleta, the
chief executive of Plastic Logic, said the display was Amazon Kindle
sufficiently large enough to match a newspaper’s layout. “Even though we
have positioned this for business documents, newspapers are what
everyone asks for,” said Archuleta.

Another company vying to control the e-newspaper market is the
Hearst Corporation. They own 16 daily newspapers, including the Houston
Chronicle, the San Antonio Express, and the San Francisco Chronicle.
Hearst was also an early investor in E-Ink, using this technology and to
distribute electronic versions of some papers on Amazon’s Kindle.

The advancement of colour displays with moving images and
interactive clickable advertisements would be available within a few more
years. However, the ideal format of the flexible display which could be
rolled or folded like a newspaper still has many years of development
ahead.
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At E-Ink’s headquarters recently, a demonstration was held showing
prototypes of flexible displays that exhibit rudimentary colors and animated
images. “By 2010, we will have a production version of a display that offers
newspaper like colour,” said Peruvemba. He also expects technology
allowing users to write on the screen and view videos to be available within
the next few years.

E-Ink’s technology, commonly known as electronic paper (e-paper),
is different from liquid-crystal display (LCD) used in modern computer
monitors and televisions. This e-paper technology does not use a backlight
and consumes power only when the content of the display changes.
Contrasting to current display panels, which are barely visible in strong
light, the e-paper’s display will look even brighter in daylight.

Compared to Amazon’s Kindle, Plastic Logic’s first display is 2.5 times
larger and is only one-third of the Kindle’s thickness. However, it weighs two
ounces more than Kindle, even though it uses a flexible, lightweight plastic as
its cover. The display is expected to be on sale in the first half of 2009,
according to the company.

Notes

Spin-off company - Gupma, oTHeNUBIIAsCS OT MAaTEPUHCKOW KOMIIAHHHU (C
[EThI0 KOMMEPYECKOW pean3alid HOBOTO HAYYHO-TEXHUUYECKOTO JTOCTIIKEHUS);
Amazon Kindle is a software and hardware platform for reading electronic books
(e-books), first launched in the United States on November 19, 2007.
newspaper’s layout — dopmar rasetsl; another company vying - eIe ojHa
KOMIaHusl mpereHayet; liquid-crystal display - XuAKOKpHCTAITMYECKUN
JucIen

9. Embedded computers

The most common form of computer in use today is the embedded
computer. Embedded computers are small, simple devices that are used to
control other devices — for example, they may be found in machines
ranging from fighter aircraft to industrial robots, digital cameras, and
children’s toys.

A fighter aircraft is a military aircraft designed primarily for air-to-
air combat with other aircraft, as opposed to a bomber, which is designed
primarily to attack ground targets by dropping bombs. Fighters are
comparatively small, fast, and maneuverable. Many fighters have
secondary ground-attack capabilities, and some are dual-rolled as fighter-
bombers; the term “fighter” is also sometimes used colloquially for
dedicated ground-attack aircraft. Fighter aircraft are the primary means by
which armed forces gain air superiority over their opponents above a
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particular battle space. Since at least World War II, achieving and
maintaining air superiority has been a key component of victory in most
modern warfare, particularly conventional warfare between regular armies
(as opposed to guerrilla warfare), and the acquisition, training and
maintenance of a fighter fleet represent a very substantial proportion of
defense budgets for modern militaries.

Today is the age of the fifth-generation fighters which are
characterized by being designed from the start to operate in a network-
centric combat environment, and to feature extremely low, all-aspect,
multi-spectral signatures employing advanced materials and shaping
techniques. They have multifunction AESA radars' with high-bandwidth,
low-probability of intercept (LPI) data transmission capabilities. IRST
sensors? are incorporated for air-to-air combat as well as for air-to-ground
weapons delivery. These sensors, along with advanced avionics, glass
cockpits, helmet-mounted sights, and improved secure, jamming-resistant
LPI datalinks® are highly integrated to provide multi-platform, multi-sensor
data fusion for vastly improved situational awareness while easing the
pilot's workload. Avionics suites rely on extensive use of very high-speed
integrated circuit (VHSIC) technology, common modules, and high-speed
data bases. Other technologies common to this latest generation of fighters
includes integrated electronic warfare system (INEWS) technology,
integrated communications, navigation, and identification avionics
technology, centralized “vehicle health monitoring” systems for ease of
maintenance, and fiber optics data transmission. Overall, the integration of
all these elements is claimed to provide fifth-generation fighters with a
“first-look, first-shot, first-kill capability”.

Notes

'AESA radars — An Active Electronically Scanned Array (AESA),
also known as active phased radar is a type of radar whose transmitter and
receiver functions are composed of numerous small transmit/receive (T/R)
modules. AESA radars feature short to instantaneous (millisecond)
scanning rates and have a desirable low probability of intercept.

2IRST sensors — An infra-red search and track (IRST) system
(sometimes known as infra-red sighting and tracking) is a method for
detecting and tracking objects which give off infrared radiation such as jet
aircraft and helicopters.

3LPI datalinks — Low-Probability-of-Intercept datalinks

Avionics — aBUaIMOHHAs PaJNONICKTPOHUKA; embedded computer —
BCTPOCHHBIA KOMIIBIOTED; fighter aircraft — camonet-uctpedurens; combat
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— Ooit; bomber — 6omOapaupoBmuK; colloquially — B mpocTopeuuu; to
maintain — TOJJEPKUBATh;, warfare — BoWHa;, guerrilla warfare —
nmapTU3aHCKas BOWHA;, acquisition — mpuobperenue; glass cockpit —
CTeKNIIHHAs KaOWHaA;, jam — 3aKIUHWBAaHHUE, 3acJaHue; fusion — CIJIaB,
CIIUSIHUE, awareness — TOHUMaHue; workload — paGouast Harpyska; to
feature — moka3pIBaTh

10. The cell phone as the computer

If you had been told ten years ago that by the end of 2007 there
would be an international network of wirelessly-connected computers
throughout the developing world, you might well have said it wasn’t
possible. But it’s possible, and it is created, and it continues to expand.

We are talking, of course, about the mobile phone network.

Along with the internet, with which it is rapidly merging, this is the
most astonishing technology story of our time, and one that has the power
to revolutionise access to information across the developing world.

Imagine a system that lets managers at a national level, who
probably do have access to the internet on a desktop computer, coordinate
and transmit SMS-based continuing education messages to the
computers — sorry, to the cell phones — of those health professionals.
What a difference would that make to the level of up-to-date knowledge
available to a clinic worker? And how would that impact the quality of
care?

And what other groups might benefit from that kind of educational
program? What about teachers? What about students?

So, it’s time that we recognised that for the majority of the world’s
population, and for the foreseeable future, the cell phone is the computer,
and the portal to the Internet, and the communications tool, and the
schoolbook, and the vaccination record, and the family album, and many
other things, just as soon as someone, somewhere, sits down and writes the
software that allows these functions to be performed.

11. Using your voice to pilot your computer

An interdisciplinary team of scientists of the University of
Washington (UW) has developed Vocal Joystick, a software which enables
people with disabilities to control their computers using the sound of their
voice and without the need to use a mouse. Their virtual computer mouse
driven by sound has already been tested at the UW Medical Center with
spinal-cord-injury patients and other participants with varying levels of
disabilities. The researchers, who developed their own voice-recognition
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technology, hope to have a prototype available online this fall. But read
more. ..

So how does this software work? Here are some short excerpts from
the Seattle Times mentioned in the introduction. “There are several options
for people who needed accommodations in using computers, but the UW
software is distinguished on several levels. For one, it doesn’t use standard
voice-recognition technology. Instead, it detects basic sounds at about 100
times a second and harnesses them to generate fluid, adaptive cursor
movement. Vocal-joystick researchers maintain the system is easier to use
because it allows users to exploit a large set of sounds for both continuous
and discrete movement and to make visual adjustments on the fly. Kurt L.
Johnson, a professor in the Department of Rehabilitation Medicine at the
UW, says he believes the software has great potential because it is easy to
both learn and use.

Here are some more details about the Vocal Joystick voice-
recognition technology engine. “The VJ system consists of three main
components: acoustic signal processing, pattern recognition and motion
control. First, the signal processing module extracts short-term acoustic
features, such as energy, autocorrelation coefficients, linear prediction
coeffients and mel frequency cepstral coefficients (MFCC). Signal
conditioning and analysis techniques are needed for accurate estimation of
these features. Next, these features are piped into the pattern recognition
module, where energy smoothing, pitch and formant tracking, vowel
classification and discrete sound recognition take place. This stage involves
statistical learning techniques such as neural networks and dynamic
Bayesian networks. Finally, energy, pitch, vowel quality and discrete sound
become acoustic parameters to be transformed into direction, speed and
other motion related parameters. The application driver takes the motion
control parameters and launches corresponding actions.”

Notes

Vocal Joystick -TonocoBol KOOPAWHATHBIA MaHHWITYIATOpP; Spinal-
cord-injury patients - allUEHTHI C TIOBPEKACHUEM CIIMHHOTO MO3Ta; voice
recognition technology - TEXHOJOTHUSA PACIIO3HAHHS TOJOCA; harnesses —
aKKyMYJIUPYET; autocorrelation  coefficients -  KO3(pHUIUEHT
B3aMMO3aBHCHUMOCTH.

12. MEMS — microelectromechanical system

Interest in creating MEMS grew in the 1980s, but it took nearly two
decades to establish the design and manufacturing infrastructure needed for
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their commercial development. One of the first products with a large
market was the automobile air-bag controller, which combines inertia
sensors to detect a crash and electronic control circuitry to deploy the air
bag in response. Another early application for MEMS was in inkjet
printheads. In the late 1990s, following decades of research, a new type of
electronic projector was marketed that employed millions of micromirrors,
each with its own electronic tilt control, to convert digital signals into
images that rival the best traditional television displays. Emerging products
include mirror arrays for optical switching in telecommunications,
semiconductor chips with integrated mechanical oscillators for radio-
frequency applications (such as cellular telephones), and broad range of
biochemical sensors for use in manufacturing, medicine, and security.

MEMS are fabricated by using the processing tools and materials
employed in integrated-circuit (IC) manufacturing. Typically, layers of
polycrystalline silicon are deposited along with the so-called sacrificial
layers of silicon dioxide or other materials. The layers are patterned and
etched before the sacrificial layers are dissolved to reveal three-dimensional
structures, including microscopic cantilevers, chambers, nozzles, wheels,
gears, and mirrors. By building these structures with the same batch-
processing methods used in IC manufacturing, with many MEMS on a
single silicon wafer significant economies of scale have been achieved.
Also, the MEMS components are in essence “built in place”, with no
subsequent assembly required, in contrast to the manufacture of
conventional mechanical devices.

A technical issue in MEMS fabrication concerns the order in which
to build the electronic and mechanical components. High-temperature
annealingis needed to relieve stress and warping of the polycrystalline-
silicon layers, but it can damage any electronic circuits that have already
been added. On the other hand, building the mechanical components first
requires protecting these parts while the electronic circuitry is fabricated.
Various solutions have been used, including burying the mechanical parts
in shallow trenches prior to the electronics fabrication and then uncovering
them afterward.

Barriers to further commercial penetration of MEMS include their
cost compared with the cost of simpler technologies, nonstandardization of
design and modeling tools, and the need for more reliable packaging. A
current research focus is on exploring properties at nanometer dimensions
(i. e., at billionths of a meter) for devices known as nanoelectromechanical
systems (NEMS). At these scales the frequency of oscillation for structures
increases (from megahertz up to gigahertz frequencies), offering new
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design possibilities (such as for noise filters); however, the devices become
increasingly sensitive to any defects arising from their fabrication.

Notes
The automobile air-bag controller — KOHTpOIIIEp aBTOMOOUIHLHON
BO3AYIUHON TONYUIKH; inkjet printheads — cTpyidHBIE TOJOBKH; OWH

electronic tilt control — COOCTBEHHBIH 3JICKTPOHHBIM KOHTPOJIb HAKJIOHA;
layers of silicon dioxide — cnou nByokucHu KpeMHus; a single silicon wafer
— CIMHCTBCHHAS! CHJIMKOHOBAs IUIACTHHA; high-temperature annealing —
BBICOKO-TEMIIEPATYPHBIN 00KHUT; shallow trenches — y3Kue KaHaBKU.
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